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Contextual and pure time coding for self and 
other in the hippocampus

David B. Omer    1,2  , Liora Las1 & Nachum Ulanovsky    1 

Navigation and episodic memory depend critically on representing 
temporal sequences. Hippocampal ‘time cells’ form temporal sequences, 
but it is unknown whether they represent context-dependent experience or 
time per se. Here we report on time cells in bat hippocampal area CA1, which, 
surprisingly, formed two distinct populations. One population of time cells 
generated different temporal sequences when the bat hung at different 
locations, thus conjunctively encoding spatial context and time—‘contextual 
time cells’. A second population exhibited similar preferred times across 
different spatial contexts, thus purely encoding elapsed time. When 
examining neural responses after the landing moment of another bat, in a 
social imitation task, we found time cells that encoded temporal sequences 
aligned to the other’s landing. We propose that these diverse time codes may 
support the perception of interval timing, episodic memory and temporal 
coordination between self and others.

The hippocampal formation is essential for navigation and episodic 
memory1–5. Both depend critically on coding of temporal sequences. 
Extensive research has revealed hippocampal time cells that encode 
temporal sequences6–17—neurons that fire transiently and sequentially 
at specific times. Such time cells were found both in rodents6–17 and in 
humans18. Previous studies have reported on ‘re-timing’ of time cells in 
different contexts—for example, under different behaviors, in different 
environments or when exposed to different odors6,7,12,16,17. However, 
relatively little is known about the representation of time in different 
spatial contexts—a question that is of great interest because space 
and time are two cardinal variables that are encoded in the hippocam-
pus19–23. Furthermore, although social-spatial representations have 
been found in rodents24, bats25 and humans26, nothing is known about 
how the brain encodes time in a social situation. In this study, we set 
out to close these gaps, by investigating the neuronal representations 
of time for self and other, in different spatial contexts.

Results
Time cells in the bat hippocampus
We conducted neuronal recordings from dorsal hippocampal area CA1 
of Egyptian fruit bats (Rousettus aegyptiacus) that were engaged in an 
observational learning task25. We placed three landing balls at three dif-
ferent locations in the room: A, B and Start (Fig. 1a,b). Bats were trained 

in pairs—an observer and a demonstrator (four pairs in total). The dem-
onstrator bat was trained to fly roughly randomly from the start ball to 
ball A or B, land on it and then take off and fly back to the start ball. The 
observer bat was trained to watch and remember the demonstrator’s 
ball choice and imitate it after a delay of several seconds (Fig. 1b,c and 
Extended Data Fig. 1a–c). The observer bat was rewarded with fruit on all 
correct trials but not on incorrect trials (Methods). The stationary delay 
times on the balls (after landing) were highly variable (Fig. 1d), because 
the bats took off voluntarily. We used a tetrode-based microdrive and 
a wireless electrophysiology system to record single-neuron activity 
in dorsal hippocampal area CA1 of the observer bat. In this study, we 
analyzed data only when both bats were hanging motionlessly on one 
of the landing balls (Fig. 1b, and Fig. 1c: the epochs are marked by red 
rectangles for the observer and blue rectangles for the demonstrator). 
Note that during the time that the bats were hanging from the landing 
balls, they voluntarily did not move. We used the landing moment as a 
reference time (t = 0) for aligning the CA1 neuronal activity. This allowed 
us to define six conditions—2 bats (observer or demonstrator landing) 
× 3 locations (Extended Data Fig. 1b)—and, thus, measure the activity 
of time cells in the observer’s CA1 aligned to the landing moments of 
each bat, in three different locations in the room. To our knowledge, 
this is the first study that investigated time cells at different locations, 
within the same environment.
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Fig. 1 | Time cells in bat hippocampal area CA1. a, Top view of experimental 
room. Three landing balls were positioned inside the room, designated ‘Start’, ‘A’ 
and ‘B’. b, The three conditions that were used to analyze and align self time cells. 
c, Schematic ethogram describing the behavioral task. An observer bat (red) and 
a demonstrator bat (blue) flew alternatingly from the start ball to either ball A 
or ball B and back. Here we analyzed only epochs when both bats were hanging 
motionlessly on the landing balls, with each epoch starting at the landing 
moment of one of the bats (colored rectangles at bottom). d, Distribution of trial 
durations (time spent by the observer bat on the landing ball, from landing to 
takeoff, pooled over the three balls); the last bin corresponds to trial durations 
≥20 seconds. Median trial duration: 7.4 seconds (red arrowhead). e, Example time 
cell. Top, spike raster: x axis, elapsed time from the moment the bat has landed 
(time 0); y axis, repeated landings (trials). Each line in the raster represents the 
spiking activity in a single trial; each tick represents one spike. Trials were sorted 
according to trial duration; the thin gray line denotes the trial end (shown are 
only spikes contained within the trial). Middle, color-coded raster showing the 
instantaneous firing rate in each trial, arranged as the spike raster above. Color 
scale ranges from zero (blue) to the maximal firing rate in the panel (red; maximal 
rate). Bottom: Temporal tuning curve (black trace), which is the averaged firing 
rate of the neuron (average of the color-coded raster above). Preferred time is 
indicated above the peak firing (marked also by vertical red line). Green shading: 
statistically significant time bins. Red curve: width at half height of the time 
field. f, Color-coded rasters for additional ten examples of time cells, showing 

instantaneous firing rate on single trials: x axis, elapsed time from the landing 
moment (time 0); y axis, repeated landings (trials), sorted according to trial 
duration. Each raster corresponds to a single location in the room (indicated 
above the raster), and each line in the raster represents the instantaneous firing 
rate of the cell in each trial, in 100-ms bins; color scale ranges from zero (blue) to 
the maximal firing rate in each panel (red; the maximal rate is indicated above the 
raster). Cells are arranged according to preferred time, from top left to bottom 
right. Both rewarded (correct) and non-rewarded (incorrect) trials were included 
in the rasters in e and f and in all the rasters in the paper. See additional 20 
examples in Extended Data Fig. 3. g, Firing sequences formed by time cells in each 
of the three locations in the room (balls A, B and Start). x axis, elapsed time from 
the landing moment; y axis, temporal tuning curve of each time cell, averaged 
across trials, sorted by the cell’s preferred time, and z-scored. Color scale ranges 
from zero (blue) to the maximal z-scored firing rate across all the neurons for 
each location (red). h, Venn diagram: total numbers of time cells and place cells 
(circle areas in the Venn are scaled according to the indicated values, here and in 
all Venn diagrams elsewhere). i, Time cells exhibited stable tuning. Main panel: 
high Pearson correlations between the neuron’s temporal tuning curve in short 
trials, with duration < median trial duration, versus long trials ≥ median trial 
duration (n = 274 cells × positions; y axis shows counts; median of correlations: 
r = 0.73). Inset: distribution of Pearson correlations between odd and even 
trials for time cells tuned on ball A (orange line), ball B (blue) and start ball (red), 
showing stability of time tuning across trials at each location (y axis, fraction).
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We first examined time cells in the observer bat relative to its 
own landings (Fig. 1b). Out of a total of 391 well-isolated cells, 190 
neurons (48.6%) were significant time cells on at least one landing ball 
(Fig. 1e,f and Extended Data Fig. 2a and an additional 20 examples in 
Extended Data Fig. 3), fulfilling the following criteria (Methods): (1) the 
cell exhibited a significant transient increase in firing within a specific 
time period after landing, which lasted for ≥3 consecutive 100-ms time 
bins (one-sided t-test versus shuffle: P < 0.01, Bonferroni-corrected); 
and (2) the firing rate was significantly enhanced within the time field 
in at least 40% of the trials, indicating stability (the mean number 
of trials per session per landing ball was 44 trials). Time cells were, 
thus, defined as neurons that fired transiently but reliably at a par-
ticular time after landing, while both bats were stationary (examples:  
Fig. 1e,f and Extended Data Figs. 2a and 3; population: Fig. 1g,h). Nota-
bly, the cells maintained temporal precision, despite the considerable 
trial-to-trial variation in the time spent by the bat on the balls (see 
vertical bands of activity in the examples in Fig. 1e,f and Extended 
Data Figs. 2a and 3, as compared to the diagonal end of trials). We also 
found high correlation of the time tuning in short trials versus long 
trials (Fig. 1i, main panel) and stable tuning across odd and even trials 
(Fig. 1i, inset). This temporal stability is in contrast to previous stud-
ies in rodents7,10, which used a different paradigm (block design) and 
reported ‘re-timing’ of time cells when the trial duration was abruptly 
changed. Different time cells in bat CA1 had different preferred times 
(Fig. 1e–g); the preferred time was defined as the time of the peak fir-
ing rate within the significant time field (Fig. 1e, bottom, and Extended 
Data Fig. 2a), and, as a population, the preferred times spanned the 
behavioral waiting time of the bats on the landing ball (median wait-
ing time: 7.4 seconds; Fig. 1d), with an over-representation of earlier 
times. All the time cells exhibited only a single significant time field in 
each location (except one neuron that had two time fields on one of the 
landing balls). The width of the time field (its duration) increased with 
the neuron’s preferred time (Extended Data Fig. 2d)—that is, the time 
resolution deteriorated with the passage of time, as reported also for 
time cells in rats7,8,10,17, and consistent with Weber’s law for the percep-
tion of interval timing10,27. The temporal tuning of time cells could not 
be explained by the occurrence of sharp-wave ripples (SWRs) (Extended 
Data Fig. 2g,h). Notably, time cells exhibited similar time tuning in 
both correct and incorrect trials (Fig. 2a,b), suggesting that the cells 
were not responding to the reward28, because there was no reward on 
incorrect trials. This also indicates that the temporal responses of time 
cells were not caused by stereotypical chewing movements, because 
on incorrect trials the bats did not have any food reward to chew, but 
the neurons still maintained their time tuning. We also recorded head 
acceleration from the observer bat using an accelerometer, which 
further ruled out the possibility that stereotypical movements could 
underlie the time responses (Fig. 2c,d and Extended Data Fig. 4; see 
details in the Methods).

Notably, we found that simultaneously recorded time cells exhib-
ited firing sequences that were very similar to the sequences found 
when time cells were pooled across all the recording days (Extended 
Data Fig. 5a–d). This demonstrates that the pooled sequences (Fig. 1g 
and Extended Data Fig. 5a) are reliably representing the within-day 
sequences (Extended Data Fig. 5b–d), indicating that the ensemble of 
time cells in the bat hippocampus forms internally generated firing 
sequences that span the behavioral epoch.

Next, we examined several additional properties of time cells. First, 
the time tuning was stable both within session (Fig. 1i; median r = 0.73) 
and across consecutive sessions (Extended Data Fig. 6a–c; median 
correlation of temporal tuning curves: r = 0.82; see also Extended Data  
Fig. 6d). Second, we examined the relation between time tuning, 
measured during motionless hanging, and place tuning, measured in 
flight. We found that time cells and place cells were largely overlapping 
cell populations (Fig. 1h): similar to rats, most time cells (71%) were 
also place cells7,8,10. However, there was no strong systematic relation 

between the location of the place field recorded in flight and the pre-
ferred time of the time field (Extended Data Fig. 7), similar to rats8,29. 
Third, time cells were found in all individual animals (Extended Data 
Fig. 8b–d). Fourth, we noticed a difference between the distribution 
of preferred times in the Start location (Fig. 1g, right) versus locations 
A and B (Fig. 1g, left and middle). This difference in the time represen-
tation could be due to the different physical shapes of the landing 
balls: whereas the start ball was ellipsoidal, landing balls A and B were 
spherical (Extended Data Fig. 1a,b). This difference could also be due to 
the behavioral task: only in the Start location was the observer landing 
next to another bat (the demonstrator)—a highly salient event—which 
could underlie the over-representation of early times in the Start loca-
tion as compared to locations A and B. This explanation was supported 
by analysis of data from a second session, in which we removed the 
demonstrator bat from the room (Methods). Indeed, in this session, 
the distribution of preferred times in the Start location became more 
similar to that in locations A and B (Extended Data Fig. 6).

Two distinct neural populations: contextual and pure time cells
We next turned to the first central question of our study: Do hippocam-
pal time cells encode context-dependent time sequences or, rather, 
represent time per se? To this end, we took advantage of the fact that 
we had three different locations in the room—that is, three spatial 
contexts—in all of which we measured time cells. Visual inspection of 
our data revealed two subsets of time cells. (1) Most of the time cells 
(64.7%, 123/190) were significantly time tuned only in one particular 
location while completely losing their time preference when the bat 
was in either of the other two locations (Fig. 3a: top three rows show 
three example cells that exhibited time tuning only in one location 
in the room; and Fig. 3b: population). These time cells thus encoded 
simultaneously time × spatial context. Indeed, across the entire popula-
tion, we found very different temporal tuning curves among the three 
locations. When sorting the neurons by preferred times in one loca-
tion, the firing sequences in the other two locations were largely lost  
(Fig. 3c; compare the diagonal panels to the off-diagonal panels). This 
indicates, again, that a large fraction of time cells encoded simultane-
ously time × spatial context (64.7% of all the time cells; Fig. 3b). We 
called these neurons ‘contextual time cells’. We note that we cannot 
dissociate if these neurons conjunctively encoded time × spatial context 
or, perhaps, time × space (that is, time × spatial location), both of which 
are interesting possibilities. Notably, although previous studies have 
reported modulation of time cells in different contexts6,7,17, it was not 
shown across different spatial contexts and, in particular, in different 
locations within the same environment. (2) The remaining time cells 
were significantly time tuned in more than one location. These cells 
tended to show a similar time preference irrespective of the bat’s loca-
tion (35.3% of all the time cells; Fig. 3a: fourth row shows a time cell with 
time tuning in locations A and B—see population analysis in Extended 
Data Fig. 8e,f—and the fifth row of Fig. 3a shows a time cell with time 
tuning in locations A and B and Start). Thus, these were ‘pure’ time cells, 
which represented elapsed time in an abstract manner, irrespective of 
place or context.

To examine more systematically the difference between these 
two populations of time cells—contextual time cells versus pure time 
cells—we focused on landing balls A and B, for which the task was sym-
metric. We separated the time cells into two non-overlapping groups: 
time cells that were tuned significantly on both A and B (Fig. 4a) and 
time cells that were tuned significantly on A or B but not both (Fig. 4b). 
We observed that the time sequences of cells tuned on A and B remained 
similar in both locations after sorting the cells based on their time 
tuning on the opposite landing ball (Fig. 4a; note the time sequences 
in the upper-right and lower-left panels, marked with arrows). This 
observation further suggested that the time tuning of cells tuned on 
A and B tended to be similar in different locations. We note that having 
a similar time preference in different locations is non-trivial, because, 
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here, the distinction between contextual and pure time cells was based 
on whether a cell is tuned on A or B versus whether it is tuned on both 
A and B—and, a priori, based on this selection criterion, there is no 
reason that a time cell active in both locations should have a similar 
time preference, as exhibited here by the pure time cells. Therefore, 
the conserved time tuning of pure time cells is quite surprising.

To test this further, we compared the preferred times of cells 
tuned on A and B in the different locations. First, we found that 61.4% 
(27/44) of the cells tuned on A and B had preferred time difference 
<1 second (Extended Data Fig. 8e, top). This percentage was 2–3-fold 
higher than expected by chance (chance level could be quantified 
in two ways: (1) 22.2% = the gray area in Extended Data Fig. 8e, top, 
divided by the total area; or (2) 35.2% (333/946 shuffles), when cal-
culated using cell shuffling of cells tuned on A and B; Extended Data 
Fig. 8e, bottom). Second, we found that the distribution of ΔT (pre-
ferred time on A − preferred time on B) for cells tuned on A and B was 
centered around zero, with a prominent narrow peak (Fig. 4c, pink). 
Furthermore, this peak was significantly narrower compared to the 
distribution for cells tuned on A or B (Fig. 4c, green) (non-parametric 
F-test (Ansari–Bradley test) for equality of variances P = 6.8 × 10–4), 
suggesting that cells tuned on A or B did not have a similar but weak 

time tuning in their non-significant location. The distribution for cells 
tuned on A and B (pink) was also significantly narrower compared to 
three different shuffles (comparisons were done via non-parametric 
F-test (Ansari–Bradley test) for equality of variances). (1) A and B 
versus cell shuffling of cells tuned on A and B (Fig. 4c, pink versus 
black dotted line: P = 3.8 × 10–2; for the cell shuffling, we computed 
ΔT between cell i at location A and cell j at location B, for i ≠ j). (2) A 
and B versus cell shuffling of all cells (Fig. 4c, pink versus red dotted 
line: P = 5.9 × 10–5). (3) A and B versus cell shuffling of cells tuned on A 
and cells tuned on B but not tuned on both (Fig. 4c, pink versus blue 
dotted line: P = 1.02 × 10–3). The highly significant narrowness of the 
ΔT distribution for pure time cells as compared to three different 
shuffles emphasizes the robustness of our results—namely, that pure 
time cells have similar time tuning in both locations. Similar time 
tuning was found also for neurons that were significant time cells on 
all three balls: A, B and start (Fig. 4d; non-parametric F-test versus 
shuffle, P = 4.2 × 10–3). Furthermore, pure time cells were also stably 
tuned across sessions (Extended Data Fig. 8h,i). Together, these 
results suggests that the group of cells tuned on A and B contains a 
large fraction of neurons that are pure time cells, encoding elapsed 
time irrespective of location and context.
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by time cells in correct trials (left; trials in which bats performed correctly and 
received reward) and incorrect trials (right; trials in which bats did not receive 
reward), pooled over the two locations in the room where reward was given (balls 
A and B; shown are all cells × positions that had ≥10 correct and ≥10 incorrect 
trials: n = 166). x axis, elapsed time from the landing moment; y axis, temporal 
tuning curve of each time cell (firing rate averaged across trials). The temporal 
tuning curve of each neuron was z-scored. Color scale ranges from zero (blue) 
to maximal z-scored firing rate across all neurons (red). Time bins that did not 
contain enough data were colored white (this was most prevalent in tuning 
curves for incorrect trials, which were shorter because no reward was given, so 
bats tended to stay for shorter durations on the balls). Both panels were sorted 
by the cell’s preferred time in the correct trials (that is, sorted according to left 
panel; note that each cell can appear here once or twice, depending on if it was 
tuned on ball A, B or both). b, Scatter plot of preferred time in correct trials, 
when bats received reward, versus preferred time in incorrect trials, when bats 
did not receive reward. Dots: cells × positions (n = 166: same cells × positions as 

in a); gray diagonal line: identity line. Note high correlation between preferred 
time in correct, rewarded trials and incorrect, non-rewarded trials (Spearman 
correlation ρ = 0.6; P = 9.8 × 10–15; two-sided test). c,d, The firing of time cells 
cannot be explained by fine movements (measured using an accelerometer; we 
included here n = 133 time cells (cells × positions), which are all the time cells for 
which an accelerometer was recorded). c, Distribution of Pearson correlations 
across trials between the time of peak firing in each trial and the time of per-
trial peak acceleration within the time field (gray bars). This distribution is 
indistinguishable from the shuffle distribution (black line; shuffle distribution 
shows the correlation for each time cell between time of peak firing in trial i and 
time of peak acceleration in trial j, for i ≠ j; two-sided Kolmogorov–Smirnov 
(KS) test between data and shuffle: P = 0.26; n = 133 cells). d, Spike-triggered 
average of accelerometer signal in each trial, averaged across trials and across 
all time cells (acceleration shown in units of Earth acceleration, g; gray shading, 
mean ± s.e.m.; n = 133 cells × positions). Inset: examples of spike-triggered 
accelerometer signal (‘Acc.’) from individual cells. Additional controls for 
movement are shown in Extended Data Fig. 4.
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By contrast, for the group of cells tuned on A or B, the time 
sequence was completely lost between the two locations (Fig. 4b; see 
also Fig. 4c: no difference between the A or B group (green) and the 
shuffle for all cells: non-parametric F-test, P = 0.7). This demonstrates 
that this group of neurons encoded simultaneously time × spatial 
context—that is, they were contextual time cells.

Next, we examined whether these two groups of time cells belong 
to two distinct populations of cells, or do they form a continuum? To 
this end, we computed for each group the distribution of Pearson cor-
relations between the temporal tuning curves of each cell in location A 
versus location B and compared it to three control shuffle distributions 
(Fig. 4e; for the cell shuffling, we computed the correlations between 
cell i at location A and cell j at location B, for i ≠ j). The distribution of 
correlations for the cells tuned on A or B was symmetric around zero 
(Fig. 4e, green) and was statistically indistinguishable from the three 
shuffle distributions (Fig. 4e; same three shuffles as in Fig. 4c; Kol-
mogorov–Smirnov test: P = 0.274, P = 0.10 and P = 0.24 for the three 
shuffles; Wilcoxon rank-sum test: P = 0.275, P = 0.90 and P = 0.48). By 
contrast, the distribution of correlations for cells tuned on A and B was 
significantly skewed to the right (Fig. 4e, pink) and was significantly 
very different from the three shuffle distributions and from the A or 
B distribution (Kolmogorov–Smirnov test: P = 4.5 ×10–5, P = 2.8 × 10–7, 

P = 2 × 10–6 and P = 2.1 × 10–5; Wilcoxon rank-sum test: P = 2.8 × 10–5, 
P = 8.0 × 10–7, P = 2.5 × 10–6 and P = 8.6 × 10–5). The clear separation of 
the distributions suggests that these are two distinct groups of cells 
and not a continuum (Fig. 4e, compare green-colored and pink-colored 
distributions; we note that the firing rate characteristics did not differ 
substantially between the two groups; Extended Data Fig. 5h). The 
distinctness of the two populations was supported also by four further 
analyses. (1) A statistical test demonstrated that these correlations were 
not distributed unimodally but, in fact, had a dip (Hartigan’s dip test 
for unimodality, pooling together the pink and green distributions of 
Pearson correlations in Fig. 4e: P = 0.015; see inset for the pooled distri-
bution—the red arrow in the inset shows the dip). (2) As shown above, 
we found a distinct dissimilarity among these groups of cells in terms 
of the distributions of time differences (ΔTpref-time) between balls A and 
B: the A and B group exhibited a narrow distribution of time differences 
(Fig. 4c, pink), whereas much wider distributions were exhibited by 
the A or B group and by additional three distributions of cell shuffling 
(Fig. 4c). (3) The identity of pure time cells and contextual time cells 
was stable across recording sessions (χ2 test: P = 3.8 × 10–5), which is 
consistent with the existence of two independent populations. (4) 
To test if the fraction of pure time cells was significantly higher than 
expected from the conjoint probabilities for neurons to be time cells 
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in one of the locations separately, we used a binomial test, where the 
chance proportion of time cells expected to be tuned in both A and B, 
or in A and B and start, is equal to the multiplication of the observed 
probabilities on each landing ball separately (p(ball A) = 115/391; p(ball 
B) = 98/391; p(start ball) = 61/391). The observed fraction of pure time 
cells was significantly higher than expected by chance (binomial test: 
P = 0.0037 for the 44 pure time cells tuned on A and B and P = 4.3 × 10–6 
for the 17 pure time cells tuned on all three locations). These results 
thus reveal the existence of two distinct populations of time cells: one 
population that encodes elapsed time per se and another population 

that encodes time × spatial context. Interestingly, despite the func-
tional bimodality, these two populations were anatomically intermixed 
in dorsal CA1 (in 75% of the tetrodes, we recorded both types of time 
cells on the same tetrode).

Finally, Bayesian maximum likelihood decoding revealed that each 
of these populations of time cells represented time very precisely, with 
decoding error <0.6 seconds over the entire temporal range of 8 sec-
onds (Extended Data Fig. 5e; see also Extended Data Fig. 5f, showing 
‘cross-decoding’ of time using only pure time cells with ΔT difference 
of <1 second in preferred time; Methods).
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(left) and B (right) and sorted by preferred time of firing in A (top) or B (bottom). 
Note the similarity of firing sequences in both locations (see ‘halo’ when 
comparing across columns—marked with black arrows). b, Same as a, but here 
each row depicts the firing sequences of time cells tuned in either location A or B 
(n = 125 cells; see Venn icons). Note the complete disruption of firing sequences 
in the non-preferred locations (compare columns; note the absence of the ‘halo’ 
seen in a). a and b are plotted as in Fig. 3c. c, Distributions (kernel density plots) 
of the differences in preferred time (ΔT) between balls A and B, for all time cell 
pairs belonging either to the group of time cells tuned on A and B (pure time 
cells, pink) or the group of time cells tuned only in one of the locations, A or B 
(contextual time cells, green; here, the difference ΔT was calculated between 
preferred time on the tuned ball and time of maximum firing rate on the other 
ball, as these cells were tuned only on one ball). Three types of shuffles are 
shown, all showing ΔT for cell i at location A minus cell j at location B, for i ≠ j (cell 
shuffling). (1) Dotted black line: shuffle for the population of cells tuned on both 
A and B (946 shuffles from 44 cells)—that is, where the same cell was tuned on 
both. (2) Dotted red line: shuffle for all cells (14,196 shuffles from 169 cells). (3) 
Dotted blue line: shuffle distribution of ΔT between preferred times of tuned cells 

(where cell i was significantly tuned on ball A and cell j was significantly tuned on 
ball B (but not tuned on both), for i ≠ j; 5,577 shuffles from 213 responses). Note 
the distribution of ΔT for time cells tuned on A and B (pink) was centered around 
zero, with a prominent peak, and was significantly narrower than the distribution 
of time cells tuned on A or B (green) (two-sided non-parametric F-test (Ansari–
Bradley test) for equality of variances: P = 6.8 × 10–4); and it was also significantly 
narrower than the three shuffle distributions (two-sided non-parametric F-test 
of the pink distribution versus the three shuffles: P = 3.8 × 10–2, P = 5.9 × 10–5 and 
P = 1.02 × 10–3). d, Distributions (kernel density plots) of differences in preferred 
time (ΔT) among balls A, B or start, for all pure time cells that were significantly 
tuned on A and B and start (pink; n = 17 cells). Time differences ΔT for each cell 
were pooled across the three pairs of balls. Dotted black line: shuffle distribution 
of ΔT for all cells. Data distribution was significantly narrower than shuffle 
(non-parametric F-test: P = 4.2 × 10–3). e, Distributions of Pearson correlations 
between temporal tuning curves on ball A versus ball B for all pairs of time 
cells tuned on A and B (pink: the cells in a) and for pairs of time cells tuned on 
A or B (green: the cells in b) as well as for shuffled cell pairs (black, red and blue 
dotted lines: three cell-shuffling populations, same as in c). Inset: distribution of 
Pearson correlations for all time cells; red arrow marks the dip in the distribution, 
indicating bimodality (Hartigan’s dip test for unimodality: P = 0.015).
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Time cells for other individuals
Finally, we asked whether there are time cells in the hippocampus that 
encode elapsed time from the landing moment of the other bat (dem-
onstrator; Fig. 5a). Surprisingly, we found time cells for the other bat, 
with significant and reliable transient firing at a specific time relative 
to the landing moment of the other bat (examples: Fig. 5b; see addi-
tional 12 examples in Extended Data Fig. 9c; population: Fig. 5c–g; we 
used here the same criteria as used for defining time cells for self). The 
firing of these time cells for the other could not be explained by self 
movements of the observer bat, because the observer was motionless 
on the start ball (Fig. 2c,d and Extended Data Fig. 4). It could also not 
be explained as late firing of self time cells aligned to self (observer) 
landing, because the stationary delay times on the balls were highly 
variable (Fig. 1d). A total of 56 out of the 391 recorded neurons (14.3%) 
were significant time cells for the other. The firing rates of time cells 
for the other were lower than time cells for self (peak firing rate: self: 
6.36 ± 4.40 Hz, mean ± s.d.; other: 4.71 ± 3.00 Hz; t-test: P = 0.011), but, 
notably, the temporal responses of time cells for the other bat were very 
stable (Fig. 5h; median stability: r = 0.65). Similarly to self time cells, 
the time cells for the other showed the following. (1) Increased width 
(duration) of their time field as a function of the neuron’s preferred time 
(Extended Data Fig. 9a)—that is, the time resolution deteriorated with 
the passage of time. (2) At the population level, these time cells formed 
internally generated firing sequences for the other (Fig. 5c, panels on 
the diagonal), which spanned the entire waiting time of the other bat 
(Fig. 5d; median waiting time, 5.7 seconds). Furthermore, simultane-
ously recorded time cells for the other exhibited firing sequences akin 
to the pooled data (Extended Data Fig. 9b), suggesting that time cells 
for the other bat form internally generated firing sequences that span 
the entire behavioral epoch. (3) The overall distribution of preferred 
times was very similar for the time cells for self and other (Fig. 5f,g; 
Kolmogorov–Smirnov test: P = 0.12). Many of the time cells for the 
other bat were also self time cells for the observer bat (Fig. 5i; n = 38); 
interestingly, these neurons generally exhibited different preferred 
times for self and other (Fig. 5j; Kolmogorov–Smirnov test compared 
to cell shuffling: P = 0.63; n = 38). Some of the time cells for the other 
bat were also social place cells24,25—that is, encoded the location of the 
other bat when it was flying (Fig. 5k).

One caveat to the social nature of the time cells for the other bat 
is that we could not analyze time cells for objects and, thus, could not 
discern whether the responses are truly social (in session 2, where we 
replaced the demonstrator bat with an object, we could not analyze 
social time cells because the object was kept for only brief moments 
on the landing ball; Methods). It remains to be determined whether 

social time cells would be recorded in bats learning by watching the 
movements of an object instead of a bat.

To test whether the time cells for the other bat encode pure time 
or time × spatial context, we repeated some of the same analyses as 
for the self time cells. First, we found evidence for neurons encoding 
time × spatial context for the other bat (‘contextual time cells for the 
other’). Most neurons (42/56, 75%) were significantly time tuned in 
only one of the locations (Fig. 5c,e). Second, we found evidence also 
for pure time cells for the other bat. Twelve cells were tuned on both A 
and B (21.4% of time cells for the other), and, notably, the distribution 
of time difference ΔT for these time cells was centered around zero, 
with a prominent peak (Fig. 5l, pink), and was significantly narrower 
than both the distribution of time cells tuned on A or B (green) and the 
shuffle distributions (dotted lines) (non-parametric F-test: comparing 
A and B to A or B: P = 4.7 × 10–4; comparing A and B to the three shuffle 
distributions (similar shuffles to Fig. 4c): P = 2.5 × 10–4, P = 1.2 × 10–5 
and P = 0.11 for the three types of shuffles—shuffle of cells tuned on A 
and cells tuned on B but not tuned on both (blue dotted line); shuffle 
of all cells (red dotted line); and shuffle of cells tuned on A and B (black 
dotted line)). By contrast, there was no significant difference in the 
distribution width for the time cells tuned on A or B (green) versus the 
shuffle distribution for all cells (red dotted line; P = 0.08). The narrow 
distribution of ΔT for the 12 time cells that were tuned in both locations 
A and B (pink) may suggest that these time cells for the other had the 
same time preference, regardless of the location—that is, were ‘pure 
time cells for the other’. Together, these results indicate that time cells 
for the other encoded elapsed time for the other bat, via internally gen-
erated firing sequences, with some of these neurons being contextual 
time cells, simultaneously encoding time × spatial context for the other 
bat, whereas other neurons were pure time cells for the other.

Discussion
In this study, we found time cells in bats that were stationary on resting 
platforms. We identified two distinct populations of self time cells. 
Contextual time cells were highly selective to the spatial context and 
could, thus, be involved in encoding episodic information (what, where 
and when). Pure time cells exhibited robust temporal tuning that was 
invariant to location and context and could, thus, represent elapsed 
time per se, which, we propose, may support the perception of interval 
timing. For both types of time cells, the encoding of elapsed time was 
robust and unaffected by trial duration—that is, their time tuning did 
not show re-timing for different trial durations. We ruled out reward 
delivery times as explaining the firing of time cells. Nevertheless, it 
is still possible that the firing of time cells is explained by the bat’s 

Fig. 5 | Time cells for the other bat. a, The three conditions that were used to 
analyze and align time cells for the other bat. b, Seven example time cells for 
the other bat (demonstrator): neurons that were recorded in hippocampal 
area CA1 of the observer bat, and which showed significant and reliable firing 
at a preferred time moment after the landing of the other bat, plotted as in Fig. 
1f. See additional 12 examples in Extended Data Fig. 9c. c, Firing sequences 
in each of the three locations in the room (columns), plotted separately for 
the populations of time cells for the other bat that were significantly tuned in 
each of the three locations (rows), plotted as in Fig. 3c. d, Distribution of trial 
durations for the demonstrator bat (that is, waiting times of demonstrator 
bat on the landing balls); the median trial duration was 5.7 seconds (blue 
arrowhead). e, Venn diagram: total numbers of time cells for the other bat in the 
three locations. f,g, Similar distributions of preferred times for self and other. 
f, Cumulative distribution of preferred times for the time cells for self (red) and 
time cells for the other bat (blue). y axis normalized to total number of recorded 
cells × positions. Note the high similarity of the two distributions (two-sided 
Kolmogorov–Smirnov test: P = 0.12). g, The ensemble activity of time cells for 
the other bat (bottom) spanned a similar time interval as the time cells for self 
(top); shown are significant temporal responses for all three locations (cells 
× positions). Each panel was plotted as in Fig. 1g. h, Stability of the temporal 
tuning curve for each time cell for the other bat (cells × positions). Shown is the 

distribution of Pearson correlations between the cell’s temporal tuning curve in 
short trials (duration < median trial duration) versus its temporal tuning curve 
in long trials (≥ median trial duration; median value of correlations: r = 0.65). i, 
Total numbers of time cells for the other bat and time cells for self. Cell counts 
here refer to neurons, unlike g where numbers represent cells × positions. 
j, Distributions of ΔT between preferred times for self and other, for the 38 
time cells that were tuned for both self and other (green); this distribution is 
statistically indistinguishable from shuffled cell pairs where ΔT was calculated 
between the preferred time for self in cell i and preferred time for other in cell j, 
for i ≠ j (same n = 38 cells; two-sided Kolmogorov–Smirnov (KS) test: P = 0.63). 
k, Total numbers of time cells for the other bat and of social place cells. l, 
Distributions (kernel density plots) of the differences in preferred time (ΔT) 
between balls A and B, for all the time cells for the other bat that belonged either 
to the group of time cells tuned on A and B (pure time cells for the other; pink) 
or to the group of time cells tuned only in one of the locations, A or B (contextual 
time cells for the other; green) (pink versus green: two-sided non-parametric 
F-test (Ansari–Bradley test) for equality of variances: P = 4.7 × 10–4). Dotted 
lines: three shuffle distributions, plotted as in Fig. 4c (two-sided non-parametric 
F-test of pink distribution versus the three shuffles: P = 0.11, P = 1.2 × 10−5 and 
P = 2.5 × 10−4). NS, not significant.
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expected reward delivery time; under this interpretation, the trigger 
for the time sequence is the time of reward expectation rather than 
the time of landing per se. This seems, however, less likely because, on 
incorrect trials, there was no reward—hence, the bat most likely did not 
expect any reward on these trials—and yet the time cells fired in a very 
similar manner as on correct, rewarded trials (Fig. 2a,b). Nevertheless, 
future work should be done to examine more specifically whether 
expectation of reward (rather than actual reward delivery) triggers 
firing of time cells.

Our study revealed four main findings. (1) First, to our knowledge, 
this is the first report on two distinct bimodal populations of time cells 
(in this case, pure and contextual time cells). (2) Second, this is the 
first study that found different time coding by time cells in different 
locations within the same environment. Previous studies reported on 
time cells in completely different spatial contexts12 but not in different 
locations within the same environment. (3) Third, the intriguing pure 
time cells, which encoded time per se, not linked to any behavioral 
sequence or context, provide, to our knowledge, the first example, in 
any species, of neurons that purely encode elapsed time. (4) Fourth, 
another surprising result is the finding of cells encoding elapsed time 
for another individual; such cells were not reported to date. Previous 
studies have reported internally generated firing sequences in a num-
ber of brain regions, and these sequences were shown to represent a 
variety of cognitive variables relative to the behavior of the self6,30–33. 
However, the present work is the first to show internally generated 
sequences relative to the behavior of another agent, in a social context. 
These internally generated sequences (i) may represent elapsed time 
for the other or (ii) may represent sequential activity of self time cells 
that was triggered by an external cue or sensory stimulus—such as the 
sight or sound of the other bat’s landing or by the increased rate of the 
other’s biosonar signals as it landed34. (iii) Or, perhaps, these inter-
nally generated sequences represent memory of self landing that was 
retrieved upon the other bat’s landing. Although we cannot dissociate 
these possibilities, in all these cases the trigger for the sequence was an 
event ‘out there’ rather than the behavior of the implanted bat itself. 
Importantly, to our knowledge, this is the first demonstration of time 
cell sequences in the mammalian hippocampus that are triggered by an 
external action of another conspecific and, thus, constitute an explicit 
temporal representation of elapsed time for another individual. This 
also hints at the possible existence of two reference frames for time: one 
reference frame that is triggered by the animal’s own actions (self time 
cells) and another reference frame that is triggered by external events 
(other’s time cells). A neural representation of elapsed time for others 
may be crucial for the survival and reproduction of social animals, as 
any social interactions require temporal coordination. Furthermore, 
it is possible that shared mechanisms exist for remembering events 
that happened to oneself (that is, episodic memory) and events that 
happened to other individuals. We, therefore, speculate that the cod-
ing of time × spatial context for self and other, described here, could 
be part of a rudimentary brain mechanism for representing episodic 
memories for self and others.
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Methods
Subjects and behavioral setup
We collected data from four pairs of adult male Egyptian fruit bats 
(Rousettus aegyptiacus; eight bats in total, weights 160–179 g). Each 
pair consisted of an ‘observer bat’ and a ‘demonstrator bat’, which were 
trained to fly in a flight room (2.35 × 2.69 × 2.56 m; Fig. 1a). The pair of 
bats were not siblings but were cagemates that were housed together 
for several weeks to months before the start of the experiment and 
were, thus, highly familiar with each other. The demonstrator bat in 
each pair was usually the more dominant male, and it was a highly 
trained animal—both of which played an important role in the task25. 
The observer bat in each pair was always the bat that, after training, 
was implanted with a microdrive for electrophysiological recordings. 
The flight data from this experiment were published elsewhere25; here 
we report on unpublished data, taken only from stationary epochs, 
when both bats were hanging motionlessly on the balls and neither of 
them was flying (Fig. 1b,c and Extended Data Figs. 1 and 4). The room 
was dimly illuminated (illuminance level: 3 lux). We positioned three 
landing balls in three different locations inside the room: ‘Start’, ‘A’ and 
‘B’ locations (Fig. 1a and Extended Data Fig. 1a,b). Landing balls A and 
B were elevated spheres (12-cm diameter; height above floor: 115 cm), 
positioned at the far corners of one side of the room; the start ball was 
an elevated ellipsoid (12 × 30 cm, height above floor: 150 cm) and was 
positioned next to the wall that was opposite to balls A and B (Fig. 1a). 
The linear distance between the start ball and landing balls A and B 
was ~170 cm. The balls always remained in the same locations, across 
all experimental days and all bats.

We conducted three kinds of behavioral sessions25, but, for this 
study, we analyzed only session 1 throughout the paper as well as ses-
sion 2 in Extended Data Fig. 6 and Extended Data Fig. 8g–i. Session 1, 
the ‘observer–demonstrator’ session, was conducted in all four pairs of 
bats. The demonstrator bat was trained to fly roughly randomly from 
the start ball to ball A or B. It was then rewarded by the experimenter, 
regardless of its flight choice. The demonstrator bat then flew back to 
the start ball, on its own volition. The observer bat (from whose hip-
pocampus we recorded; see below) was trained to remain stationary 
and wait for the demonstrator to return to the start ball; and after its 
return, the observer was trained to imitate the demonstrator’s ball 
choice—that is, the observer had to fly to the same ball as the demon-
strator (Extended Data Fig. 1a–c). On correct trials, the experimenter 
manually rewarded the observer bat for correct performance with 
~0.05 ml of banana mash; all the correct trials were rewarded; no reward 
was given on incorrect trials. The reward was given only on balls A and 
B, not on the start ball, and it was always given immediately after land-
ing or soon thereafter; this was the case for both the observer and the 
demonstrator. In all the analyses in this study, we always analyzed data 
from correct and incorrect trials pooled together—except Fig. 2a,b, 
where we separated them and explicitly compared neuronal responses 
on correct versus incorrect trials. The time of reward delivery by the 
experimenter (as extracted from the video) was highly variable and did 
not affect the firing of time cells (Extended Data Fig. 4g–i).

We defined the onset of each trial as the landing moment of one of 
the bats on one of the landing balls (see ‘Estimating the locations of the 
bats’ below). For ‘self time cells’ (see ‘Definition of time cells’ below), 
the trial onset was defined as the landing moment of the observer 
bat; and, for ‘time cells for the other’, the trial onset was defined as the 
landing moment of the demonstrator bat. We defined the trial end as 
follows (Fig. 1c and Extended Data Fig. 1). For self time cells: when the 
observer bat landed on balls A or B, we defined the trial end as the take-
off moment of the observer back to the start ball; when the observer 
bat landed on the start ball, we defined the trial end as the takeoff 
moment of the demonstrator bat (the other bat) away from the start 
ball. Likewise, for time cells for the other: when the demonstrator bat 
landed on balls A or B, we defined the trial end as the takeoff moment 
of the demonstrator back to the start ball; when the demonstrator bat 

landed on the start ball, we defined the trial end as the takeoff moment 
of the observer (the implanted bat) away from the start ball. Note that, 
in all of these cases, both bats were stationary on one of the landing balls 
during the entire trial (Fig. 1c and Extended Data Fig. 1b,c). Note also 
that the trial duration varied substantially from trial to trial, because 
the bats took off on their own volition (Figs. 1d and 5d).

At the end of session 1, we removed the demonstrator bat from the 
flight room. Session 2 was conducted in two of the four pairs of bats and 
was analyzed only in Extended Data Figs. 6 and 8g–i. In this session, 
which started immediately after session 1, we replaced the demon-
strator bat with a plastic object (‘informative object’). We mounted 
the object on a thin metal rod and manually moved it from the start 
ball, roughly randomly, to either ball A or ball B and then back. We 
trained the observer to follow the same set of behavioral rules as in 
the ‘observer–demonstrator’ session 1, but, this time, we trained it 
to imitate the object’s ball ‘choices’ instead of the ball choices of the 
demonstrator bat. The set of all behavioral sessions was flanked by 
sleep sessions (~5–10 minutes each).

After training, the observer bat in each pair was implanted with 
a four-tetrode microdrive for electrophysiological recordings. We 
recorded the neuronal activity continuously throughout all the ses-
sions, including the sleep sessions, to facilitate spike sorting and to 
assess the stability of the recorded neurons.

Surgery and recording techniques
The Institutional Animal Care and Use Committee of the Weizmann 
Institute of Science approved all the experimental procedures used 
in this study. After the training was completed, we implanted the 
observer bat with a microdrive (weight 2.1 g), loaded with four tet-
rodes, where each tetrode was constructed from four strands of insu-
lated wire (17.8-µm diameter platinum–iridium wire), as described 
previously25,35–38. Tetrodes were gold-plated to reduce wire impedance 
to a range between 0.3 MΩ and 0.7 MΩ (at 1 kHz). We implanted the 
microdrive above the right dorsal hippocampus (3.1–3.5 mm lateral 
to the midline and 5.8–6.3 mm anterior to the transverse sinus that 
runs between the posterior part of the cortex and the cerebellum). 
Surgical procedures were similar to those described previously25,35–39. 
We used an injectable mixture of anesthetics composed of medetomi-
dine 0.25 mg kg−1, midazolam 2.5 mg kg−1 and fentanyl 0.025 mg kg−1 
and subsequently added additional injections as needed, based on 
the bat’s monitored vital signs. After surgery, over the course of the 
next 1–2 weeks, we lowered the tetrodes slowly toward the dorsal CA1 
pyramidal cell layer while provisionally assessing the positions of tet-
rodes in the layer by the presence of high-frequency field oscillations 
(‘ripples’) and associated neuronal firing. Tetrodes advancement was 
done under visual inspection of electrophysiological signal in real 
time using Neuralynx Digital Lynx SX and Neuralynx Cheetah (version 
6.3.0). Later, we also verified the tetrodes’ positions histologically: the 
histology confirmed that all the tetrode tracks were localized in dorsal 
CA1 (see example in Extended Data Fig. 1e). For each bat, we left one 
tetrode as a reference in an electrically quiet zone. The remaining three 
tetrodes served as recording probes. During recordings, we attached a 
16-channel wireless neural recording device (‘neural logger’, Deuteron 
Technologies) to an Omnetics connector on the microdrive. Signals 
from all 16 channels of the four tetrodes were amplified (×200) and 
band-pass filtered (1–7,000 Hz) and were then sampled continuously 
at 29.3 kHz per channel and stored onboard the neural logger. Dur-
ing subsequent processing, we further filtered the neural recording 
between 600 Hz and 6,000 Hz for spikes and then extracted 1-ms spike 
waveforms using a voltage threshold.

Spike sorting
All spike sorting procedures were identical to those described previ-
ously22,25,35. In brief, we sorted the spike waveforms based on their 
relative energies and amplitudes on different channels of each tetrode 
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(using the SpikeSort3D software from Neuralynx, version 2.5.2.0). Data 
from all sessions—the behavioral sessions and the sleep sessions that 
flanked the behavior—were spike sorted together. We manually selected 
well-isolated clusters of spikes and verified a refractory period (<2 ms) 
in the interspike interval histogram. We included only neurons that (1) 
were stably isolated throughout all the relevant sessions; (2) fired ≥40 
spikes on at least one of the balls during the rest periods of the bat; and 
(3) had an average firing rate <10 Hz across the entire experiment (to 
exclude interneurons). Overall, 391 well-isolated, stable, active cells 
were recorded from dorsal hippocampal area CA1 of four observer bats.

Video tracking
The locations of the two bats (observer and demonstrator) were tracked 
simultaneously using two color cameras located at two of the upper 
corners of the room. The cameras were connected to a video tracker 
system (Neuralynx Cheetah VTS), which tracked the location of omnidi-
rectional LEDs mounted on the bat’s head. The video tracker operated 
at a 25-Hz rate and tracked the two bats separately by the colors of the 
LEDs: red LED on the observer bat and blue LED on the demonstrator 
bat. The video tracking data were synchronized with the neural data by 
recording a pseudo-random sequence of TTL pulses on both systems; 
this yielded a synchronization accuracy of <1 ms.

Data analysis
All the behavioral and neural data in this study were analyzed using 
custom code written in MATLAB.

Estimating the locations of the bats
We reconstructed the three-dimensional (3D) locations of the bats 
using the direct linear transform algorithm, applied to data from two 
cameras and two video trackers (Neuralynx Cheetah VTS)25,36. We iden-
tified individual flights by local peaks in the flight velocity that had 
maximal velocity >1.2 m s−1. We defined landing and takeoff events by 
the local minima in the flight velocity at the beginning and end of each 
flight. We then correlated each flight with the average flight velocity 
profile. Flights with Pearson correlation of r > 0.8 were treated as valid, 
directed flights and were included in the analysis25; in particular, the 
takeoff moments and landing moments of these valid flights were used 
to delimit valid trials of the bats on the landing balls, which we then 
analyzed here. To improve the accuracy in estimating flight velocity, we 
smoothed the bat’s location using a smoothing spline (csaps.m in MAT-
LAB), based on which the instantaneous velocity was computed. The 
detection of landing moments and takeoff moments was performed 
identically for the observer bat and for the other bat (demonstrator). 
In this study, we aligned all the time plots to the landing moment of 
the bat (either self or other), except in Extended Data Fig. 2b where we 
aligned to the takeoff moment.

Definition of time cells
Time cells for self and for other were defined in the same manner. For 
analyzing time cells, we included only epochs when both bats were 
hanging motionlessly from the landing balls (Fig. 1c and Extended Data 
Fig. 1a–c). In our analysis, we used both correct (rewarded) trials and 
incorrect (non-rewarded) trials. To detect time cells, we first calculated 
the firing rate of each cell in each trial, aligned to the bat’s moment of 
landing, and up to the moment of takeoff (with landing and takeoff as 
defined above in the section ‘Estimating the locations of the bats’). 
The bats took off voluntarily, so the stationary delay times on the balls 
were highly variable in duration (Figs. 1d and 5d). We used time bins of 
100 ms and smoothed the single-trial firing rates using a fixed Gauss-
ian kernel (σ = 2.5 bins; we used temporally symmetric filtering with 
no time shift, using MATLAB’s filtfilt.m function; to avoid edge effects 
during filtering, we computed the single-trial firing rate using long time 
margins before landing and after takeoff and then filtered it and then 
cut the margins after filtering). We then used the time course of the 

firing rate in each trial to construct the average time course of the fir-
ing rate of the cell, averaged across trials—that is, a ‘post-stimulus time 
histogram’ (PSTH); we termed this PSTH the ‘temporal tuning curve’ 
(see examples in Fig. 1e, bottom; Extended Data Fig. 2a, bottom row; 
Extended Data Fig. 3; Extended Data Fig. 4a, middle row; and Extended 
Data Fig. 9c). The temporal tuning curve was calculated independently 
for each of the three different locations in the room: landing balls A 
and B and the start ball. Note that, because the trial durations varied 
(Fig. 1d), the number of trials contributing to each time bin in the PSTH 
decreased monotonically over time; we calculated the temporal tun-
ing curve using only time bins with at least ten trials. Significant time 
cells (either for self or for the other bat) were required to fulfil the 
following criteria. (1) Significance: The neuron had a significant firing 
rate in at least three consecutive time bins of 100 ms—that is, signifi-
cant time field ≥300 ms (we note that 95.3% of the time fields were, in 
fact, significant for ≥1 second). To this end, we constructed a shuffle 
distribution for each bin. We shifted the instantaneous firing rate of 
each trial by a shift value that varied from zero to the trial duration, 
drawn from a uniform distribution; each trial was shifted rigidly and 
circularly by a different random shift value; we repeated this calcula-
tion 10,000 times, with shifts performed independently for each trial, 
to obtain the shuffle distribution for each time bin. We then compared 
the empirical average firing rate in each bin to its shuffle distribution. 
Time bins in which the temporal tuning curve was higher than the 99th 
percentile of the shuffle distribution were considered as significant 
time bins (P < 0.01; Bonferroni-corrected for multiple comparisons 
by the number of bins in the temporal tuning curve / 10 (where ten 
bins—that is, 1 second—is roughly the smallest field width in the data); 
significant time bins are shown as green rectangles in Fig. 1e, Extended 
Data Fig. 2a (bottom row), Extended Data Fig. 3 and Extended Data  
Fig. 4a,c (middle and bottom rows)). (2) Reliability: The time field of the 
cell was significant in at least 40% of the trials (to this end, we defined 
significant time bins for each trial as time bins that showed instantane-
ous firing rate ≥99th percentile of the shuffle distribution at the same 
time bin, Bonferroni-corrected as in (1)). Note that the mean number 
of trials per session for each landing ball was 44 trials. We also note 
that the temporal tuning was stable across trials (self: Fig. 1i; other: 
Fig. 5h). (3) The peak firing rate of the temporal tuning curve was ≥1 Hz. 
(4) The peak of the temporal tuning curve occurred after the moment 
of landing and before the last time bin of the temporal tuning curve. 
Thus, we defined a time cell—for both self and other—as a neuron that 
exhibited a statistically significant, large and stable transient firing at 
a particular moment of time after the bat’s landing.

To identify time cells for self (observer bat), we used spikes 
recorded from neurons in the observer’s hippocampal area CA1, 
aligned to the observer’s landing moment (Extended Data Fig. 1b, 
top). To identify time cells for the other bat (demonstrator bat), we 
used spikes recorded from neurons in the observer’s hippocampal 
area CA1, aligned to the demonstrator’s landing moment (Extended 
Data Fig. 1b, bottom). As detailed above, we used the same criteria to 
define significant time cells for self and time cells for the other bat. We 
could not analyze time cells for the object because the object did not 
stay enough time on the balls.

The ‘preferred time’ of the time field was defined as the time of 
the field’s peak firing rate. The ‘field width’ was defined as the width 
at half height of the time field. These are shown in red in Fig. 1e (bot-
tom), Extended Data Fig. 2a (bottom row) and Extended Data Fig. 3. 
The preferred time is marked by the thin vertical red line, and the field 
width is marked by the thick red curve.

Controlling for observer bat movements
To control for effects of movements, we measured the head movements 
of the observer bat using a nine-axis motion sensor that was part of 
the neural logger on the observer’s head; the motion sensor data were 
synchronized to the neural data with a microsecond-level precision. 
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This motion sensor included a three-axis accelerometer, which allowed 
measuring the observer’s head movements at a 114.5-Hz sampling rate. 
The accelerometer signal was recorded on only a subset of the days 
(on 70.4% of experimental days in which significant time cells for self 
or other were identified). We note that the accelerometer on the bat’s 
head measures very effectively not just head movements but also body 
movements, as the bats were hanging upside down, akin to a pendulum.

For computing the trial-to-trial correlations between the acceler-
ometer signal and the firing time or firing rate (Fig. 2c or Extended Data 
Fig. 4b,d) and for computing the correlations between the accelerom-
eter signal on different trials (Extended Data Fig. 4e,f), we downsam-
pled the accelerometer signal to 10.4 Hz and then smoothed it with a 
Gaussian kernel (σ = 1.5 samples).

We performed several control analyses, which revealed the follow-
ing. (1) Overall, the acceleration signal during the firing of time cells was 
flat (Extended Data Fig. 4a, bottom row, and Extended Data Fig. 4e), 
indicating that the bats were largely motionless when the time tuning 
was measured—that is, when the bats were hanging from the landing 
balls. (2) There was very low similarity between the acceleration profiles 
of pairs of trials recorded within the same session, indicating that the 
bats did not perform stereotypical movements across trials (Extended 
Data Fig. 4e,f; mean Pearson correlation: r = 0.052). (3) Only a few time 
cells showed any significant correlation between the trial-to-trial varia-
tion in firing rate and the trial-to-trial variation in the acceleration signal 
(Extended Data Fig. 4a–d). (4) There was no significant trial-to-trial 
correlation between the timing of peak acceleration and the timing of 
peak neuronal activity (Fig. 2c). (5) The spike-triggered accelerometer 
signal was flat (Fig. 2d), suggesting that these CA1 neurons do not carry 
a motor or premotor signal. (6) The firing of time cells is unlikely to 
reflect preparatory activity before takeoff, because these neurons fired 
reliably at specific times after landing (Fig. 1f,i), despite the large vari-
ability in takeoff times (Fig. 1d), and their firing was also not locked to 
takeoff (Extended Data Fig. 2b,c). (7) The firing of time cells is unlikely 
to be related to periodic behaviors, such as breathing or ear movements 
(Extended Data Fig. 4j), because time cells discharged only once per 
trial and did not fire periodically. Taken together, these results suggest 
that time cells encode the elapsed time from the moment the bat has 
landed, unrelated to movement.

Decoding analysis
We used a Bayesian maximum likelihood decoder40 to decode time for 
the observer bat (Extended Data Fig. 5e,f). In Extended Data Fig. 5e, 
we decoded the elapsed time separately in each location in the room 
(balls A and B and start), independently for each time bin, from t = 0 
to t = 8 seconds, using 200-ms time bins. For each time bin, we con-
structed the response vector r from the instantaneous spike counts of 
the ensemble of time cells that were tuned at that location in the room. 
The ensemble probability Pr(ri|tj) was computed under the assump-
tion of Poisson firing (which is a standard assumption in Bayesian 
decoding40,41) and was estimated using the tuning curve for each time 
cell, independently for each trial, via a leave-one-trial-out procedure 
(whereby, when we decoded trial k for a particular neuron, the temporal 
tuning curve was computed using all the trials for that neuron, except 
trial k). The decoded time was defined as the time that maximizes the 
log-likelihood function:

f (tj) =
N
∑
i=1

log (Pr (ri|tj))

where the index i runs over all the time cells tuned at that location, and 
j runs over all the time bins, from t = 0 to t = 8 seconds.

The decoding error was defined as the difference between the 
actual (real) time bin and the time bin that maximized the log-likelihood 
function. To estimate the temporal decoding error of elapsed time in 
Extended Data Fig. 5e (right), we computed the median decoding error 

over 1,000 repetitions in each time bin. In each repetition, the spike 
counts vector was composed of a different random selection of spike 
counts from an ensemble of time cells (one random trial per neuron). 
For decoding the elapsed time using all the time cells in Extended Data 
Fig. 5e (right, red line), the spike counts vector was composed of all 
the time cells that were tuned in one of the locations in the room; the 
location (and, hence, the set of tuned cells) was chosen randomly for 
each iteration. For decoding the elapsed time using contextual time 
cells in Extended Data Fig. 5e, right (peach-colored line), the spike 
counts vector was composed of all the contextual time cells that were 
tuned in one of the locations in the room; the location (and, hence, the 
set of contextual time cells) was chosen randomly for each iteration. 
Likewise, we also decoded the elapsed time using pure time cells only 
(Extended Data Fig. 5e, right (blue-colored line)).

In Extended Data Fig. 5f, we decoded the elapsed time using pure 
time cells whose preferred time on balls A and B differed by ΔT ≤ 1 sec-
ond. For each trial in one location, we trained the decoder on the 
responses in the other location (‘cross-decoding’).

The grayscale values in the confusion matrices in Extended Data 
Fig. 5e, left, and Extended Data Fig. 5f represent the decoded prob-
ability divided by the uniform chance probability.

Place cells and social place cells
The spatial firing rate maps for place cells and social place cells were 
computed as described previously25. In brief, the firing rate maps (for 
example, Extended Data Fig. 7b, left) were constructed for flight peri-
ods only, separately for the two flight directions—that is, one map for 
the flights from the start ball to landing balls A and B and a separate 
map for the flights back. To ensure that takeoff and landing data did 
not contaminate the flight epochs, we removed from analysis the parts 
of the flight trajectory that were in the vicinity of the landing balls 
(~20-cm radius around each landing ball). To compute two-dimensionl 
(2D) classical place cell firing rate maps for the self bat (observer), we 
used spikes recorded from neurons in the observer’s hippocampal 
area CA1 and the corresponding flight trajectories of the observer. To 
compute 2D firing rate maps for the other, demonstrator bat (that is, 
to analyze social place cells), we used spikes from neurons recorded in 
hippocampal area CA1 of the observer bat and the corresponding flight 
trajectories of the demonstrator (other) bat. We used fixed-sized spatial 
bins (10 × 10 cm2) and collapsed the time spent (occupancy) data and 
the spike counts onto the horizontal 2D plane (x–y). We smoothed both 
the spike count and time spent 2D maps with a fixed Gaussian kernel 
(σ = 1.5 bins) and then divided, bin by bin, the smoothed 2D spike count 
map by the smoothed 2D time spent map, to obtain a firing rate map. 
Spatial bins (2D pixels) in which the bat spent <100 ms during the ses-
sion were excluded from analysis and from the 2D firing rate map and 
were colored white. Significant place cells and social place cells were 
then identified based on spatial information as compared to shuffled 
distributions, as described in detail in ref. 25 (see example place cells 
in Extended Data Fig. 7b, left).

Detection of SWRs and removal of trials with ripples
To detect SWR events, the local field potential (LFP) signal was filtered 
between 100 Hz and 200 Hz, and the instantaneous power of the fil-
tered signal was computed using the Hilbert transform. SWR events 
were defined by using two criteria. (1) We extracted events in which 
the power of the band-pass-filtered LFP (100–200 Hz) exceeded a 
threshold of 3 s.d. above the mean power. (2) We used a ‘ripple/high 
gamma ratio’—the ratio between the peak power of the LFP signal 
between 100 Hz and 200 Hz (ripple range) and the peak power of the 
LFP between 60 Hz and 100 Hz (high gamma range)—and required a 
ratio of >1.5 to discern clear spectral peaks in the ripple range. Only 
candidate SWR events that met both criteria were selected for further 
analysis. To assess the possible contribution of SWR events to the fir-
ing of time cells, we recalculated the temporal tuning curves by using 
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only ripple-free trials and compared them to temporal tuning curves 
calculated using all trials (Extended Data Fig. 2g,h).

Statistics
No statistical methods were used to pre-determine sample sizes, but 
our sample sizes (both the number of animals and the number of neu-
rons) are similar to those reported in previous publications, in both 
rodents and bats6,7,42–44. Data distribution was assumed to be normal, 
but this was not formally tested. In a few cases where the data did not 
seem normally distributed, we used non-parametric tests (see below).

Significant time fields were detected using a shuffling method 
(99th percentile, Bonferroni-corrected), as detailed above. We used 
the Wilcoxon rank-sum test everywhere for comparing the medians of 
distributions. We used the Kolmogorov–Smirnov test everywhere for 
comparing the shapes of distributions. We used the Pearson correla-
tion coefficient for estimating correlations, except a few cases where 
the data did not seem normally distributed, in which case we reported 
both the Pearson correlation and the non-parametric Spearman cor-
relation. We used a non-parametric F-test (Ansari–Bradley test) to test 
for equal variances in the distributions of time differences between 
different landing balls (ΔTpref-time) in Figs. 4c,d and Fig. 5l and Extended 
Data Fig. 8g–i. We used the Hartigan’s dip test for unimodality45 to 
test whether the distribution in Fig. 4e is unimodal. In Extended Data 
Fig. 6f, we used the log-odds ratio test for testing the difference in the 
percentage of time cells between sessions 1 and 2. All the statistical 
tests were two-sided, unless otherwise indicated.

Data collection and analysis were not performed blinded to the 
conditions of the experiments. The study did not involve experimen-
tal groups, and, therefore, no randomization and no blinding were 
required. No animals and no data points were excluded from the analy-
ses in this study, except as described above in the section ‘Definition 
of time cells’, where we defined the inclusion criteria for time cells.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
All the behavioral and neural data in this study are available from the 
authors upon reasonable request and are also accessible online at 
Zenodo46.

Code availability
All the behavioral and neural data in this study were analyzed using 
custom code in MATLAB (version 2021b). The code that supports the 
conclusions of this study is available from the authors upon reasonable 
request and is also accessible online at Zenodo46.
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Extended Data Fig. 1 | Behavioral setup, conditions, and behavior. (a) 
Behavioral setup. Bats flew inside a flight-room (2.35 × 2.69 × 2.56 m, seen 
here from top side view). The demonstrator bat (blue) was trained to fly from 
the Start ball, roughly randomly to either landing-ball A or B, and back. The 
observer bat was trained to watch, remember and imitate the ball-choices of the 
demonstrator bat. Different trials are shown, one to ball A (trial i) and one to ball 
B (trial j). Balls and bats are not drawn to scale, for display purposes. (b) The six 
different conditions which were used to identify and analyze time-cells. Top row: 
the 3 conditions which were used to analyze self-time-cells. In each of these 3 
conditions, the firing activity of cells recorded in dorsal CA1 of the observer bat 
was aligned to the landing moment of the observer bat on one of the landing-balls 
(columns). Bottom row: the 3 conditions which were used to analyze time-cells 
for the other bat. In each condition, the firing activity of cells recorded in the 
observer’s dorsal CA1 was aligned to the landing moment of the other bat, the 
demonstrator. To enhance the clarity of reading the main text, we re-plotted the 

top row of panel b also in main Fig. 1b, and re-plotted the bottom row of panel b 
also in main Fig. 5a. (c) Two examples of bat behavior from the experiment. For 
each example: x-axis is the elapsed time in seconds; y-axis shows the distance in 
meters of each bat (demonstrator in blue, observer in red) from the Start ball. For 
clarity, the distances during roundtrips to balls A or B were plotted with opposite 
signs (A – positive distances, B – negative distances). In the top example, the two 
bats flew alternatingly from the Start ball to ball B and back and then to ball A and 
back; in the bottom example, the opposite order occurred: they first flew to ball A 
and then to ball B. (d) Distribution of trial durations in each of the three locations 
in the room (A, B and Start; shown is the time spent by the observer-bat on each 
of the landing-balls, from the moment of landing to takeoff); the rightmost bin 
corresponds to trial-durations ≥ 20 s. The median trial-duration in each location 
was marked by a red arrowhead. (e) Coronal Nissl-stained section through dorsal 
hippocampus of one observer bat. Arrowhead, electrolytic lesion at the end of a 
tetrode-track, located in dorsal CA1.
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Extended Data Fig. 2 | The duration of time-fields increased with the neuron’s 
preferred-time; analysis of non time-cells; and control for sharp-wave 
ripples. (a-d) The temporal resolution of time-cells deteriorated with the 
passage of time. (a) Examples: Spike rasters (top), color-coded rasters (middle), 
and temporal tuning-curves (bottom) for a subset of the time-cells from Fig. 1f. 
Each column represents one time-cell. Top row – Spike rasters: x-axis, elapsed 
time from the moment the bat has landed (time 0); y-axis, repeated landings 
(trials). Each raster corresponds to a single location in the room (indicated above 
the raster), and each line in the raster shows the spiking activity in a single trial; 
each tick represents one spike. The trials in each raster were sorted according to 
trial-duration; the thin gray line denotes the trial-end (shown are only spikes 
contained within the trial). Middle row – Color-coded rasters: arranged as the 
spike-rasters above, but showing the instantaneous firing-rate instead of raw 
spikes (100 ms time-bins). Plotted as in Fig. 1e; color-scale ranges from zero 
(blue) to the maximal firing-rate in each panel (red; maximal rate indicated). 
Bottom row – Temporal tuning-curve for each cell (black trace), which is the 
averaged firing-rate of the neuron (average of the color-coded raster above). The 
preferred-time is indicated above the peak-firing of each cell (marked also by a 
vertical red line). Green shading represents statistically-significant time bins 
(Methods). Red curve, width-at-half-height of the time-field. Note how the width 
of the time-field (duration of the red curve) increases with a neuron’s preferred-
time. (b-c) Plots showing that time-cells are aligned to landing, and not to takeoff. 
(b) Examples: color-coded rasters for the same cells as in panel a, aligned here to 
the bat’s takeoff. x-axis, elapsed time until the moment the bat took off (time 0); 
y-axis, repeated landings (trials). Each line in the raster represents the firing-rate 
for the cell in a single trial. The trials in each raster were sorted according to 
trial-duration (same sorting as in panel a). Color-scale ranges from zero (blue) to 
the maximal firing-rate in each panel (red; maximal rate indicated). Note that the 
peak firing across trials is diagonally tilted, and is aligned to landing and not to 
takeoff. (c) Distributions of Spearman correlations between the time of 
peak-firing in each trial and the trial-number (ordered by trial-duration). Cells 
whose firing is truly aligned to landing are expected to show zero correlation 
when the rasters are aligned to landing (as seen in the example rasters in panel a) 
and a negative correlation when the rasters are aligned to takeoff (as seen in the 
negative correlations in the examples in panel b). The distributions in the current 
panel were plotted for all the significant time-cell rasters (n = 274 cells × 
positions), separately when the rasters are aligned to landing (blue) or aligned to 
takeoff (pink). Note that, as expected, the distribution for rasters that we aligned 
to takeoff was significantly shifted towards –1, as compared to the distribution 
for rasters aligned to landing (two-sided t-test: P = 7.7 × 10–170) – indicating that 
time-cell rasters show vertical bands when aligned to landing (as in panel a), and 
are tilted when aligned to takeoff (as in panel b); this means that the time-cells are 
tuned to the elapsed time from landing, rather than to time-until-takeoff (the 
small rightward shift in the blue histogram occurs because of late noisy firing in 
longer trials, as seen for example in panel a, fourth cell, which biases the 
correlations positively). Furthermore, since the time-cells in this analysis were 
defined based on the alignment of their firing to landing, we performed an 
additional analysis without such definition – to test whether takeoff (departure) 
can also trigger time-sequences, perhaps in a different set of neurons. To this end, 
we aligned the activity of all the neurons to the takeoff instead of landing, and 
sought to identify significant responses with this new alignment. We used in this 
analysis the exact same time-binning and same criteria to detect pure time-cells, 
contextual time-cells, and social time-cells, as we used for ‘landing-triggered’ 
time-cells throughout the paper – but now aligned on takeoff. This analysis 
yielded a substantially lower number of significant time-cells from each class: we 

found only 13 significant pure time-cells when aligned to takeoff versus 44 pure 
time-cells when aligned to landing; only 65 contextual time-cells when aligned to 
takeoff versus 125 contextual time-cells when aligned to landing; and only 28 
social time-cells when aligned to takeoff versus 56 social time-cells when aligned 
to landing (all numbers are cells, not cells × positions). This much-lower 
percentage of significant cells when aligning to takeoff versus landing, strongly 
suggests that the relevant trigger for time-cells is landing and not takeoff. (d) 
Scatter plots of the time-field duration (field width at half-height) versus the 
preferred time, for all the significant time-fields (dots), in each of the three 
locations in the room: ball A (left; n = 116 significant time-fields), ball B (middle; n 
= 98), and Start ball (right; n = 61). All three scatter-plots showed significant 
positive correlations: ball A: Spearman ρ = 0.41, P = 4.6 × 10–6; ball B: ρ = 0.57, P = 
1.3 × 10–9; Start ball: ρ = 0.82, P = 1.1 × 10–15 (two-sided tests) (the significant 
positive correlations persisted also after eliminating from the correlations those 
time-cells with preferred time < 0.5-s: ball A: ρ = 0.24, P = 0.01; ball B: ρ = 0.46, P = 
2.4 × 10–5; Start ball: ρ = 0.77, P = 4.6 × 10–9). This demonstrates that in each of the 3 
locations in the room (A, B, Start), the time-resolution of time-fields deteriorated 
with the passage of time – as reported also for time-cells in rats7,8,10,17. (e) 
Distribution of the time differences ΔT between the estimated time of landing 
from the video data and the estimated time of landing from the accelerometer 
signal (mean and standard deviation of ΔT: µ = 78.4 ms; σ = 90.7 ms; n = 5695 
trials; the video-based landing time [our main estimate of landing-time in this 
study] was explained in the Methods – and the accelerometer-based landing time 
was estimated as the peak in the accelerometer signal, which exceeded 1.5 × g (1.5 
times the Earth’s gravitational acceleration), and occurred within a time window 
of ± 300 ms around the video-based landing-time). Note that the standard 
deviation of this distribution was less than the time-bin resolution (100-ms bins) 
that we used for computing the temporal tuning-curves of the time-cells – 
indicating a very precise estimation of the landing-time. (f ) Non time-cells. Top 
row: Temporal firing pattern of all the non-time-cells, plotted as in Fig. 1g: the 
cells are plotted separately for each of the landing-balls, and are ordered by the 
time of their peak firing-rate. Bottom row: the distributions of peak z-scores for 
time-cells (blue curves) and non time-cells (red curves). The firing sequences of 
non-time cells were clearly very different from the firing sequences of the 
significant time-cells shown in Fig. 1g: The z-scores were dramatically lower for 
non time-cells as compared to time-cells. In addition, the sequences of non-time 
cell tended to fall close to the diagonal in the top row. Both of these differences 
indicate that non time-cells do not exhibit true temporal tuning. (g-h) Sharp-
wave ripples (SWRs) do not generate the temporal responses of time-cells. (g) 
Examples of two time-cells (rows), showing high similarity when plotted with 
versus without trials that included SWRs (columns; compare left versus right; 
example cells are from bat 1 [top row] and bat 2 [bottom row]). (h) Distribution of 
Pearson correlation coefficients between the temporal tuning-curves of 
time-cells when computed using all trials versus when computed after removal of 
trials with SWRs. Blue histogram, correlations for the data for all time cells (n = 
274 cells × positions; note that the rate of SWRs was very low and they occurred 
only on a small subset of the trials: on average 0.97% of the trials). Black line, 
distribution of correlations for cell-shuffling (correlation between the temporal 
tuning-curve computed over all trials for cell i and the temporal tuning-curve 
computed over trials without SWRs for cell j, for i ≠ j). The real data correlations 
were significantly higher than the shuffles (two-sided t-test with unequal 
variances: P < 10–300; t = 485.2; df = 7.4 × 104). Inset: enlarged view of the blue 
histogram (zoom-in on the x-axis between 0.96 – 1). These high correlations 
indicate that the temporal tuning of time cells could not be explained by the 
occurrence of sharp-wave ripples.
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Extended Data Fig. 3 | Additional 20 examples of self time-cells. For each 
example cell, the top panel shows the color-coded raster plot: x-axis, elapsed 
time from the moment the bat has landed (time 0); y-axis, repeated landings 
(trials); plotted as in main Fig. 1e. The bottom panel shows the temporal tuning-
curve (black trace), which is the averaged firing-rate of each cell (average of the 

color-coded raster above); the preferred-time is indicated above the peak-
firing of each cell (marked also by a vertical red line); green shading represents 
statistically-significant time bins; red curve shows the width-at-half-height of 
the time-field. Cells were sorted by increased preferred times (from top-left to 
bottom-right panel).
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Extended Data Fig. 4 | Time-fields represent an internally-generated signal, 
not linked to movement. (a-d) Only 12.0% of the 133 time-cells [cells × positions] 
that were recorded together with an accelerometer signal (16/133 cells) showed 
significant correlation between the trial-to-trial variation in firing-rate and 
the trial-to-trial variation in the acceleration signal. (a-b) Six typical time-cells 
(columns) that showed no significant correlation between the trial-to-trial 
variation in firing-rate and the trial-to-trial variation in the acceleration signal. (a) 
Top: color-coded raster plot, aligned to the moment of landing (t = 0). Trials (y-
axis) are sorted according to the trial duration. Plotted as in main Fig. 1f. Middle: 
temporal tuning-curves – the average firing-rate across all recorded trials, 
aligned to the moment of landing of the observer bat. Green shading represents 
statistically-significant time bins. Bottom: acceleration signal, averaged across 
trials (gray shading, mean ± SEM). The acceleration signal shown here included 
flight-data for t < 0, while for t > 0 we only included here data recorded when 
the bat was on the ball (before takeoff). Note the large acceleration signal prior 
to landing (prior to t = 0) in all cases, which is caused by the bat’s flight – but 
then during the significant time bins (green shading) there was basically no 
acceleration signal. In other words, the bats hardly moved during the firing of the 
time-cells. All three panels for each cell (top, middle, bottom) are aligned to the 
landing-moment (t = 0) and to each other. (b) Six example scatter plots (for the 
6 cells in panel a), showing that there is no significant correlation between the 
trial-to-trial variation in peak firing-rate and the trial-to-trial variation in the peak 
acceleration signal (both the peak firing-rate and the peak acceleration signal 
were measured inside the green rectangles in panel a; we used here a one-sided 
test for the Pearson correlation, and not two-sided test, because we assumed that 
only positive correlations are physiologically meaningful). These six examples 
represent the typical majority of time-cells that we recorded in experiments 
with accelerometer signal – which showed no trial-to-trial correlation between 
firing-rate and acceleration. This indicates that time-cells represent an internally-
generated signal, unrelated to movement. (c-d) Examples of two rare neurons 
(columns) which represent the small minority of time-cells that showed a 
significant correlation between the trial-to-trial variation in firing-rate and the 
trial-to-trial variation in the acceleration signal. Plotted as in panels a and b. (c) 
Color-coded rasters, temporal tuning-curves, and acceleration signals – plotted 
as in panel a. (d) Scatters, plotted as in b. The example cell on the right showed 
the highest correlation value among all our neurons (r = 0.67); we note, however, 
that when removing the outlier point, the correlation became non-significant 
(r = 0.23, P = 0.16). (e-f ) The bats did not perform on the balls stereotypical 
movements that were similar across trials – suggesting that stereotypical 
movements could not explain the firing of time-cells. (e) Examples: Three 
acceleration traces recorded on three different trials on the same day, all from the 
same ball (a significant time-cell was recorded on that day on the same ball). Note 

that in these three example traces: (i) the acceleration values were extremely 
low (<0.1 g, where g is the Earth’s gravity), and (ii) the traces were not similar to 
each other – indicating that this bat did not exhibit stereotypical movements 
across trials. (f ) Population: Distribution of Pearson correlations between the 
acceleration signals recorded on different trials of the same day, on the same ball 
(computed from 0.5-s until trial-end; n = 39,323 trial-pairs) – that is, correlations 
between acceleration-traces as plotted in panel e. The correlation values were 
pooled across landing balls A and B and across experimental days and bats – only 
for days and balls on which a significant time-cell was recorded. The correlation 
of the acceleration signal between the different trials was very low (mean < r > = 
0.052) – indicating that there were no stereotypical movements across trials 
that could explain the firing of time-cells. (g-i) No relation between time of 
firing and time of reward. (g) A typical example neuron showing no significant 
correlation between the time of peak neuronal firing (x-axis) and the time of 
reward delivery after landing (y-axis; extracted from the raw videos), with dots 
showing individual trials (Pearson r = 0.23; two-sided t-test, P = 0.16; n = 38 trials). 
Note there was large variability in the time-of-reward (large spread along the 
y-axis), as compared to the small variability in the neuron’s time of firing across 
the trials (small spread along the x-axis). (h) Left panel, scatter plot, showing a 
similar plot as in panel g (with dots showing individual trials), pooled across all 
the example cells shown in main Fig. 1. Right panel, same scatter as on the left, but 
here the x-axis data and y-axis data for each neuron were normalized by the mean 
for that neuron, in order to expose possible correlations which may be masked 
due to the high variability of preferred-times across different neurons. Both 
scatters show a lack of significant trial-to-trial correlation between the time of 
firing for each time-cell and the time of reward on the same trial. In addition, the 
timing of reward-delivery was highly variable, arguing against a role for reward 
in the temporal tuning of time-cells. (i) Histogram showing the distribution of 
Pearson correlation coefficients between the time of peak firing and the time of 
reward delivery – like the correlation for the cell shown in panel g – plotted here 
for all the example cells shown in Fig. 1 (in panels h and i, shown are n = 9 cells 
for which we also recorded raw video movies in addition to the video-tracking; 
this raw-video footage was used to measure the time of reward). Almost all these 
cells (except one) showed non-significant correlation (P > 0.05). ( j) Raster of the 
times of ear-movements (x-axis) that were measured across 10 randomly-chosen 
landing trials (y-axis); the measurements were performed manually from high-
speed camera recordings at 100 frames/second. This raster shows that, first, ear 
movements are generally repetitive – and hence cannot explain the firing of time-
cells, which always fire only once per trial, rather than repetitively; and second, 
ear movements do not show stereotypical structure across trials (note the lack of 
vertical bands in this raster) – and therefore ear movements cannot underlie the 
temporally-reproducible, distinct firing of time-cells.
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Extended Data Fig. 5 | Firing sequences in simultaneously recorded time-cells 
are similar to the population time-cell sequences pooled across all days; 
and decoding elapsed-time from time cells. (a) Temporal tuning curves for 
all the significant time-cells, pooled across all experimental days and bats (the 3 
panels correspond to the 3 different locations in the room: balls A, B and Start). 
These plots are identical to those shown in main Fig. 1g, and were plotted here 
again to facilitate comparison with panel b. (b-d) Simultaneously-recorded 
time-cells. (b) Three examples of internally-generated temporal sequences, 
for ensembles of neurons that were recorded simultaneously: These examples 
depict similar sequences (with a similar time-span) to the population in panel 
a. These 3 ensembles were recorded on 3 different recording-days, in the 3 
different locations in the room (balls A, B, Start). We could not obtain larger 
numbers of simultaneous neurons because of the limited number of tetrodes 
in this study (n = 4 tetrodes; we obtained up to 12 simultaneously recorded 
significant time-cells per day). (c) All the days × locations (for all bats) in 
which we had ≥ 2 simultaneously recorded time-cells (n = 57 days × locations). 
The 3 panels represent the 3 locations in the room. x-axis, preferred time for 
each neuron (circles); y-axis, experimental day; horizontal lines in each panel 
represent groups of simultaneously recorded time-cells. Experimental days 
are sorted according to the total span of preferred-times for the time-cells 
recorded on that day. Green: the 3 examples in panel b of internally-generated 
firing sequences. The red numbers on the right indicate the identity of the 
bat (no. 1–4) from which the cells were recorded. (d) Distributions of time-
differences (∆T) between the preferred-times for all the cell-pairs recorded 
simultaneously on the same day (gray bars; n = 151, 109 and 23 cell-pairs on 
landing balls A, B and Start respectively), and all the cell-pairs recorded on 
different days (black lines; n = 12800, 9288 and 3614 cell-pairs on landing balls 
A,B and Start respectively), plotted separately for the 3 locations in the room. 
The gray and black distributions were statistically indistinguishable (two-sided 
Kolmogorov-Smirnov tests: P = 0.126, P = 0.128 and P = 0.208, for balls A, B and 
Start, respectively). This demonstrates that the pooled sequences (main Fig. 1g) 
are reliably representing the within-day sequences – indicating that time-cells in 
the bat hippocampus form internally-generated firing sequences. (e) Bayesian 
maximum-likelihood decoding of elapsed time. Left panel: Confusion matrix 
showing the decoded time (y-axis) versus the actual elapsed time (x-axis), using 
all the time cells, in all three locations. The probabilities in each time-bin were 
divided by the uniform chance probability. Right panel: Temporal decoding 

error for each time bin (200-ms bins were used here), computed between 0–8 s, 
for three cell groups: red line, all the time-cells (n = 274 cells × positions); peach 
line, contextual time-cells only (cells that were time-tuned in only one location; 
n = 123 cells × positions); blue line, pure time-cells only (cells that were time-
tuned on both A and B; n = 88 cells × positions). Note the temporal decoding 
error was < 0.6 s for all the time bins up to 8 s – indicating that these neurons 
carry robust information about elapsed time, up to 8 s after landing. (f ) Cross-
decoding of elapsed time: For each trial we trained a decoder on responses at 
the other location. Only pure time-cells with preferred-time difference of ΔT ≤ 1 s 
between locations were used to train the decoder. The confusion matrix shows 
the decoded time (y-axis) versus the actual elapsed time (x-axis); the decoded 
probabilities in each time-bin were divided by the uniform chance probability. 
(g) Bayesian maximum-likelihood decoding of the origin of flight history – 
namely, decoding from where did the bat fly to the Start ball – this decoding 
was performed based on the firing of time-cells when the bat was on the Start 
ball. Left panel: the identity of the previous landing ball (ball A or B) can be 
decoded (classified) above chance level during the first ~4 seconds after landing 
on the Start ball. To assess the statistical significance of decoding in each time 
bin, we compared the observed classification accuracy to a shuffle test where 
we randomly permuted the true identities of balls A and B from which the bat 
flew. We repeated the shuffling 1,000 times and calculated the classification 
accuracy for each of the 1,000 shuffle-repeats (permutations) in each time bin. 
Asterisks denote time bins in which the empirically-observed classification 
accuracy showed significance at 95% [two-sided] compared to the distribution of 
classification accuracy of the shuffle tests (the observed classification accuracy 
was higher than the accuracy of 997.5 of the shuffles – Bonferroni-corrected 
for multiple comparisons for the number of time bins; P < 0.0025). Right panel: 
the number of time-cells, in each time bin, which showed significant difference 
in their firing-rate between trials when the bat flew from ball A to the Start 
ball versus from ball B to the Start ball. These results support the notion that 
time-cells encode relevant behavioral information. (h) Violin plots showing 
the distributions of peak firing-rates for pure time-cells, contextual time-cells, 
and non-time cells (n = 151, 123, and 603 cells × positions, respectively). Dots, 
individual neurons (cells × positions); red circles, median for each cell group. 
Peak firing-rate plotted in this panel is the peak of the temporal response 
(temporal tuning-curve).
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Extended Data Fig. 6 | Self time-cells: stability across sessions. In session 1, the 
observer bat mimicked the flight-choices of the demonstrator bat; in session 2, 
the observer mimicked an object (Methods). Session 2 was recorded immediately 
after session 1. This Extended Data Figure shows that the temporal-tuning was 
generally conserved between the two sessions; however, it also shows that in 
session 2, the distribution of preferred-times in the Start location became more 
similar to that in locations A and B (panels a-b: compare the bottom-left panel in b 
to the two panels above it and to the bottom-left panel in a; and see also panel e – 
note in session 2 the distributions of preferred-times became more similar across 
the 3 landing-balls; see below for Kolmogorov-Smirnov tests). The main change in 
session 2 was a reduction in the percentage of cells with preferred-times < 1-s on 
the Start ball (panel f: note in session 2 [S2] the green and purple bars were more 
similar to each other than in session 1 [S1]). This figure suggests that since a major 
change between session 1 and session 2 was the presence of the demonstrator 
bat at the Start location in session 1, versus its absence in session 2, this presence/
absence may underlie the observed neural differences in the firing sequences 
between the Start ball and balls A and B in session 1. (a) The temporal tuning-
curve of time-cells was stable across consecutive sessions. Left column, temporal 
tuning curves of time-cells that were significantly-tuned in session 1. Cells were 
sorted according to their preferred time of firing. Right column, temporal tuning 
curves of the same cells which were tuned in session 1, but plotted for session 
2; cells were sorted according to their preferred time in session 1. Note the 
stability of the internally-generated firing sequences across consecutive sessions 
(compare left and right panels). (b) Same analysis as in panel a, but for significant 
time-cells in session 2. Panels a and b demonstrate the stability of the sequences 
over the two sessions. (c) Violin plots of the distributions of Pearson correlations 
between the temporal tuning-curves in the two sessions; we repeated this 
calculation for each of the three locations. The correlations between the two 
sessions were very high at locations A and B (medians: ball A, r = 0.86, n = 51 cells; 
ball B, r = 0.91, n = 33 cells), and were statistically indistinguishable between balls 
A and B (two-sided Wilcoxon rank-sum test, P = 0.59; two-sided Kolmogorov-
Smirnov test, P = 0.34) – indicating stability of the time representation across 
the two sessions for balls A and B. By contrast, the across-session correlations 
for the Start location were significantly lower (median on Start: r = 0.72, n = 17 
cells; comparing correlations in A versus Start: two-sided Wilcoxon rank-sum 
test, P < 0.002; two-sided Kolmogorov-Smirnov test, P < 0.005; comparing 
correlations in B versus Start: two-sided Wilcoxon rank-sum test, P < 0.002; two-
sided Kolmogorov-Smirnov test, P < 0.002) – consistent with the explanation 
that the presence of the demonstrator bat at the Start location in session 1 
was responsible for the difference in the firing sequences in session 1 between 

the Start ball and the other two locations, A and B; note the demonstrator was 
removed from the room in session 2. (d) Gray bars, distribution of differences 
in preferred-times (ΔT) for the same neuron between session 1 and session 2 (at 
the same location). Plotted for all the time-cells that were significant in session 
1; pooled across the 3 balls (n = 174 cells × positions; this number is smaller than 
the total number of time-cells in this study, because we included here only the 
significant time-cells where session 2 was run, which was only for a subset of the 
cells). The sharp peak at ΔT = 0 indicates that the preferred-time of time-cells 
was stable across sessions. Red line, shuffle distribution (cell shuffling: ΔT for 
cell i in session 1 minus cell j in session 2, for i ≠ j; two-sided Kolmogorov-Smirnov 
test of data versus shuffles, P = 6.8 × 10–5). (e) Cumulative distribution functions 
(CDF) for the preferred-times of the time-cells in each location, for session 1 (left) 
and session 2 (right) (ball A: yellow; ball B: cyan; Start ball: green). In session 1 
the distribution of preferred-times on the Start ball (green) was quite different 
from those on balls A or B. By contrast, in session 2, the CDF for the Start ball 
became statistically indistinguishable from the CDFs for balls A and B (two-sided 
Kolmogorov-Smirnov test on time segments between t = 0 and t = 4 s: Session 1: 
Start ball versus ball A: P = 0.047; Start ball versus ball B: P = 0.047; ball A versus 
ball B: P = 0.74; Session 2: Start ball versus ball A: P = 0.15; Start ball versus ball B: 
P = 0.37; ball A versus ball B: P = 0.74). Note that we removed the demonstrator 
bat from the room in session 2, so only in session 1 the observer bat was landing 
next to the demonstrator bat on the Start ball. Taken together, this suggests 
that the presence of the demonstrator bat at the Start location in session 1 was 
responsible for the difference in the firing sequences seen in session 1 between 
the Start ball and the other two locations, A and B – while in session 2, when the 
demonstrator was removed from the room, the time-cell sequences became 
more similar to each other. (f ) Percentage of time-cells with short preferred-
times (< 1 s). Magenta bars, the percentage of time-cells with short preferred-
times on balls A and B was statistically indistinguishable between session 1 (S1; n = 
213 cells) and session 2 (S2; n = 132 cells) (two-sided log odds ratio test: P = 0.055). 
Green bars, same for the Start ball: here, the percentage of time-cells with short 
preferred-times was significantly smaller in session 2 (S2; n = 50 cells) than in 
session 1 (S1; n = 61 cells) (two-sided log odds ratio test: P < 10–5). Together, panels 
a-c and e-f suggest that the internally-generated firing sequence on the Start ball 
became more similar to those on balls A and B during session 2, when the other 
bat (demonstrator) was absent from the Start-ball and from the room altogether. 
(g) Venn diagram depicting the distribution of time-cell tuning in the different 
locations, in session 2. Note that we included in this figure only neurons that were 
stably spike-sorted across both sessions (see Methods section on ‘Spike sorting’).
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Extended Data Fig. 7 | Time-cells (as measured during motionless hanging) 
and place-cells (as measured in-flight) represent a largely overlapping 
population of cells – but there was no clear relation between their preferred-
time and preferred-place. (a) Top view of the experimental room (2.35 × 2.69 m, 
with 2.56 m height). Three landing-balls were positioned inside the room, 
designated as locations ‘Start’, ‘A’ and ‘B’. (b) Five examples of dorsal hippocampal 
CA1 neurons which were place-cells when the observer bat was flying (left), and 
were time-cells when the observer bat was motionlessly hanging from one of the 
landing balls (right). These examples demonstrate two things: First, that time 
cells and place cells are overlapping populations of cells (see also main Fig. 1h for 
a population analysis). Second, these examples demonstrate that the place-field 
and time-field of the same neuron are not necessarily related to each other in a 
simple way: The top 2 examples are cells whose place-fields were on opposite 
sides from the location of the time-field; and the bottom 3 examples demonstrate 
the lack of clear relation between preferred-time and preferred-place – for 
example late time-field for a cell whose place-field was early along the flight (third 
from the top), or vice versa (fourth from the top). First example: Left, place-cell 
firing rate map (top view) for flights from landing balls A and B to the Start ball. 
Right, time-cell raster for landing ball A. Note that the place-field is located on 
the flight path from ball B to the Start ball, whereas the time-field is on the other 
side – on ball A. Second example: Left, place-cell firing rate map for flights from 
the Start ball to balls A and B. Right, time-cell raster for ball A. Note that the place-

field is located on the side of B, while the time-field is on the other side – on ball 
A. Third example: Left, place-cell firing rate map for flights from the Start ball to 
balls A and B. Right, time-cell raster for ball B. Note that the place-field is located 
close to the Start ball – early in the flight to B, while the time-field when the bat 
was on B occurs late in time. Fourth example: Left, Place-cell firing rate map for 
flights from landing balls A and B to the Start ball. Right, time-cell raster for ball 
B. Note that the place-field is located mid-way during the flight from B to Start, 
while the time-field occurs early in time. Fifth example: Left, place-cell firing rate 
map for flights from the Start ball to balls A and B. Right, time-cell raster on ball A. 
Note that the place-field is located mid-way during the flight, while the time-field 
occurs relatively early in time. (c) Population analysis. No significant correlation 
was found between the preferred time of firing after landing (x-axis) and the 
distance of the place-field peak from the takeoff-ball (y-axis) (Pearson r = –0.03, P 
= 0.64; Spearman ρ = –0.04, P = 0.54; two-sided tests). Plotted here are all the cells 
which were both significant place-cells when the bat was flying and significant 
time-cells when the bat was hanging motionlessly on one of the landing balls (n = 
135 cells; note the number of dots plotted here [n = 194] is larger than the number 
of cells [n = 135] because neurons that had significant place-fields in the two 
flight-directions have contributed two dots to this scatter, and likewise for cells 
with significant time-fields in multiple locations [multiple balls]). Overall, there 
was no strong systematic relation between the preferred-time and preferred-
place of firing for bat dorsal CA1 neurons.
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Extended Data Fig. 8 | Time tuning across different individual bats, and 
analysis of pure time-cells. (a-d) Data for individual bats. (a) Trial durations at 
each of the locations in the room (balls A, B and Start), for each of the 4 observer 
bats which we recorded. Horizontal lines in the box-plots show the median trial 
duration, boxes show the 25th to 75th percentiles, and vertical lines show the 10th to 
90th percentiles. n = 340, 628, 861 and 174 trials on landing ball A, for each of the 
bats respectively; n = 123, 624, 839 and 119 trials on landing ball B, for each of the 
bats respectively; n = 439, 861, 1277 and 316 trials on the Start ball, for each of the 
bats respectively. Mean trial durations for landing ball A: 7.9, 7.7, 7.2, 8.8 s; mean 
trial durations for landing ball B: 9.1, 6.3, 6.9, 7.1 s; mean trial durations for landing 
ball Start: 14.5, 10.5, 10.4, 14.7 s. 10th percentile trial duration for landing ball A: 
4.0, 4.3, 3.6, 3.8 s; 10th percentile trial duration for landing ball B: 5.4, 3.5, 4.0, 3.9 s; 
10th percentile trial duration for the Start ball: 3.9, 3.9, 3.9 4.5 s; 90th percentile 
trial duration for landing ball A: 12.5, 11.6, 10.9, 14.2 s; 90th percentile trial duration 
for landing ball B: 14, 9.7, 10.3, 10.6 s; 90th percentile trial duration for the Start 
ball: 31.7, 17.8, 17.5, 26.1 s. Minimum trial duration for landing ball A: 0.4, 0.3, 0.6, 
0.6 s; minimum trial duration for landing ball B: 0.8, 0.3, 0.4, 2.4 s; minimum trial 
duration for the Start ball: 0.4, 0.6, 0.4, 0.5 s. Maximum trial duration for landing 
ball A: 23.4, 22.7, 54.2. 59.6 s; Maximum trial duration for landing ball B: 23.3, 19.4, 
43.4, 31.3 s; Maximum trial duration for the Start ball: 59.3, 57.1, 56.9, 59.8 s. (b) 
Cumulative functions showing the cumulative fraction of cells with a particular 
preferred-time for each of the bats no. 1, 2, 3 (the number of cells from bat 4 was 
low and hence we omitted it from this panel). (c) Ensemble temporal sequences 
for the 3 balls (columns), depicted similarly to main Fig. 1g, but plotted here 
separately for the 4 bats (rows). (d) Venn diagrams showing the distributions and 
overlap between place-cells and time-cells, separately for each of the 4 observer 
bats. (e-f ) Analysis of pure time cells. (e) Top panel: Scatter plot showing a 
significant correlation between the preferred-time on landing ball A and the 
preferred-time on landing ball B, for all the time-cells which were significantly 
tuned on both A and B in session 1 (Pure time-cells; Spearman rank correlation ρ = 
0.33, P = 2.8× 10–2; Pearson correlation r = 0.38, P = 0.011; two-sided tests; n = 44 
cells; the correlation remained significant also after removing cells with short 
preferred-time of less than 0.5-s on both balls A and B: Pearson r = 0.32, P = 0.041). 
Top right inset, Venn diagram illustrating the cell population analyzed here (pink 
area, time-cells tuned on A and B: ‘pure time-cells’; n = 44). Bottom panel: Scatter 
plot for the cell-shuffling of time cells tuned on A and B (‘pure time-cells’; n = 44) 
– plotting all possible combinations of the preferred-time of cell i on landing-ball 
A and the preferred-time for cell j on landing-ball B, where i ≠ j, for all the 
time-cells which were significantly tuned on both A and B in session 1 (dots were 
slightly jittered for display purposes). The Venn diagram illustrates the cell 
population for the shuffle: as in the top panel. Note that for the majority of the 
time-cells shown in the top panel (data), the difference between the preferred-
times in locations A and B was < 1 s (61.4% of the cells [27/44] were within ±1 s from 
the diagonal – marked by the gray shaded area). This percentage is 2–3-fold larger 
than expected by chance – when compared to 2 types of chance levels: (i) Only 
35.2% [333/946] of the shuffles in the bottom panel were inside the gray band, 
showing preferred-time differences of < 1 s between locations. (ii) Only 22% of the 
cells are expected to show differences < 1 s, assuming uniform distribution of 
differences (the gray shaded area divided by the total area of the graph = 22%). (f ) 
Pearson correlations in panel e (top), after uniform subsampling. Shown is the 
distribution of Pearson correlations for 1,000 subsamples, which was computed 
as follows: In panel e (top), we binned the preferred times on ball A (x-axis) into 12 
uniform time bins, 0.5 seconds each. Then for each subsample we chose 
randomly one dot from each bin, to form 12 pairs of preferred times on A and B, 
whose times on A were uniformly-distributed (by construction). We then 
calculated the Pearson correlation for these 12 dots. This subsampling procedure 
was repeated 1,000 times; the distribution of Pearson correlations for these 
1,000 subsamples is shown here. The mean Pearson correlation of this histogram 
was < r > = 0.31. We found that 129 correlations out of the total 1,000 correlations 
showed P-value < 0.05, which amounts to 12.9% of the total subsamples. This 

fraction of P-values is significantly higher than the fraction of 5% that is expected 
by chance (one-sided Binomial test: P < 10–300). These results further support the 
notion that pure time-cells preserved their preferred-time between balls A and B. 
(g) Analysis of contextual time-cells. Solid purple: distribution (kernel density 
plot) of the differences in preferred time for contextual time-cells in both 
experimental sessions 1 and 2, with differences computed within-ball – for both 
landing-balls A and B; that is, pooling ΔT preferred times for A1 – A2 and B1 – B2 (n = 
39 cells × positions). Dashed purple: distribution (kernel density plot) of the 
shuffled ΔT preferred times between different landing-balls from different 
sessions: A1 – B2 and B1 – A2. These distributions were very significantly different 
(two-sided nonparametric F-test [Ansari-Bradley test]: P = 4.0 × 10–17), indicating 
that contextual time-cells showed stability across sessions, and were more 
similar between different sessions of the same kind (landing on the same ball) 
than between different sessions of different kind (landing on different balls). (h-i) 
Comparing pure time-cells across the two sessions. (h) Distributions (kernel 
density plots) of the differences in preferred time for the group of 14 cells which 
were pure time-cells in both session 1 and session 2. Green, distribution of ΔT 
between preferred times on ball A versus ball B, for session 1 (A1 – B1; n = 14 cells; 
two-sided nonparametric F-test [Ansari-Bradley test] compared to cell-shuffling 
[dotted line]: P = 6.5 × 10–2). Yellow, distribution of ΔT between preferred times on 
ball A versus ball B, for session 2 (A2 – B2; n = 14 cells; two-sided nonparametric 
F-test compared to cell-shuffling: P = 4.6 × 10–2). The cell shuffling distributions 
(dotted lines) were calculated as the difference between the preferred times for 
cells i and j, where i ≠ j. (i) Distributions (kernel density plots) of the differences in 
preferred time for the group of 14 cells which were significant pure time-cells in 
both session 1 and session 2. Dark green, distribution of ΔT between preferred 
times in session 1 versus session 2, for ball A (A1 – A2; n = 14; two-sided 
nonparametric F-test [Ansari-Bradley test] compared to cell-shuffling [dotted 
line]: P = 8.0 × 10–4). Light green, distribution of ΔT between preferred times in 
session 1 versus session 2, for ball B (B1 – B2; n = 14; two-sided nonparametric 
F-test: P = 2.9 × 10–3). Note that ΔT is strongly and significantly concentrated 
around ΔT = 0 – suggesting high stability of the pure-time-cell tuning across the 
two sessions. (j-k) Matching the sample size between sets of neural data or 
between neural data and shuffles. ( j) Distribution of P-values over 1,000 
independent two-sided nonparametric F-tests [Ansari-Bradley tests], where each 
test was done between the distribution of real ΔT differences (ball A – B, in session 
1) of the preferred-times for pure-time cells (n = 44) and randomly chosen 44 
samples (neurons), taken from the distribution of ΔT of contextual time-cells. In 
each of the 1,000 tests the sample size of the pure time-cells and the contextual 
time-cells was thus identical (matched): n = 44. This distribution shows the 
percentage (y-axis) of the P-values for each of the 1,000 tests (x-axis); red line 
indicates the P = 0.05 cutoff. The y-axis was clipped at 10% for display purposes 
only. Note that 96.3% of the tests yielded P-values smaller then 0.05, indicating 
that the variance of the distribution of ΔT in pure time-cells was significantly 
smaller than the variance of the distribution in contextual time-cells – consistent 
with main Fig. 4c. (k) Similar to panel j, but here showing the distribution of 
P-values between the pure time-cells (n = 44) and 1,000 randomly chosen 44 
samples taken from the cells-shuffling distribution of all cells. Note that 96.6% of 
the tests yielded P-values smaller than 0.05, indicating that the variance of the 
distribution of ΔT in pure time-cells was significantly smaller than the variance of 
the distribution for the cells-shuffling – again consistent with main Fig. 4c. (l) 
Distribution of ∆T for pure time cells on balls A and B, compared to a null 
distribution of shuffles for ∆T using the preferred times on ball A for even trials 
minus preferred times on ball A for odd trials (and likewise for ball B); plotted for 
all the pure time cells which exhibited a difference in preferred time of < 1 sec (n = 
27 cells). The shuffle (null) distribution was significantly different from the data 
(two-sided nonparametric F-test [Ansari-Bradley test]: P = 1.4 × 10–4); but 
nevertheless, the distributions of data (black) and shuffles (red) were clearly 
highly similar.
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Extended Data Fig. 9 | Time cells for the other bat. (a) Scatter plot of the 
time-field duration (field width at half-height) versus the preferred time, for all 
the significant time-fields for the other bat, pooled across all three locations (n 
= 73 significant fields: blue dots; the number of dots here [73] is larger than the 
number of significant time-cells for the other bat [n = 56], because if a cell was 
significantly time-tuned on 2 or 3 landing-balls, it contributed 2 or 3 dots to this 
scatter). This scatter shows a significant positive correlation: Pearson r = 0.27, 
P = 0.021; Spearman ρ = 0.25, P = 0.035 (two-sided tests). Thus, the resolution 
of time-fields deteriorated with the passage of time – as for self time-cells 
(Extended Data Fig. 2d), and as reported for time-cells in rats7,8,10,17. (b) Firing 
sequences in simultaneously-recorded time-cells for the other bat are similar to 
the population time-cell sequences pooled across all days. Distributions of time-
differences (∆T) between the preferred-times for all the pairs of significant time-
cells for the other, which were recorded simultaneously on the same day (gray 
bars; n = 28 cell-pairs), and all the cell-pairs recorded on different days (black 
line; n = 1672 cell-pairs), pooled over the 3 locations in the room. The gray and 
black distributions were statistically indistinguishable (two-sided Kolmogorov-
Smirnov test: P = 0.56). This demonstrates that the pooled sequences for time-
cells for the other bat (main Fig. 5c: diagonal panels) are reliably representing 

the within-day sequences – indicating that time-cells for the other bat form 
internally-generated firing sequences. (c) Additional 12 examples of time-cells 
for the other. For each example cell, the top panel shows the color-coded raster 
plot: x-axis, elapsed time from the moment the bat has landed (time 0); y-axis, 
repeated landings (trials); plotted as in main Fig. 1e. The bottom panel shows the 
temporal tuning-curve (black trace), which is the averaged firing-rate of each cell 
(average of the color-coded raster above); the preferred-time is indicated above 
the peak-firing of each cell (marked also by a vertical red line); green shading 
represents statistically-significant time bins; red curve shows the width-at-
half-height of the time-field. (d) Venn diagrams showing the distributions and 
overlap between social place-cells and social time-cells, separately for each 
of the 4 individual recorded bats. (e) Scatter plot of the time of peak firing of 
the time-cells for the other bat versus the time of reward (dots show individual 
trials, pooled across all the example cells shown in main Fig. 5; Pearson r = 0.28; 
P = 2 × 10–4; two-sided test; n = 174 trials). Note there was large variability in the 
time-of-reward (large spread along the y-axis: standard deviation = 1.0 s; mean = 
3.18 s), which was substantially larger than the variability in the neurons’ time of 
firing across the trials (small spread along the x-axis: standard deviation = 0.45 s; 
mean = 1.38 s).
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The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
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Data collection Neural data acquisition was done using a wireless neural logger (SpikeLog-16, Deuteron Technologies), accelerometer data acquisition was 

also done using the neural logger, video tracking was done using Neuralynx Cheetah VTS, advancing tetrodes and screening for neurons was 

done using Neuralynx DigitalLynxSX and Neuralynx Cheetah (version 6.3.0).

Data analysis Spike sorting was done using SpikeSort3D (version 2.5.2.0; Neuralynx). We used MATLAB  (version 2021b) custom code for data analysis. The 

code will be made available upon a reasonable request from the authors, and is also accessible online at Zenodo (see link in ref. 46).
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Population characteristics N/A
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Sample size No power analysis was used to pre-determine the sample size: neither for the number of animals nor for the number of neurons. The 

numbers of animals and neurons are typical for studies in this research field, in both rodents and bats (e.g. refs. 6, 7, 42-44 in the paper).

Data exclusions No animals and no data points were excluded from the analyses in this study – except as described in the Methods section “Definition of time 

cells”, where we defined the inclusion criteria for time cells. The inclusion criteria for time cells were based on sufficient number of trials, 

sufficient time on the landing-balls, sufficient number of spikes, significant response, and firing stability.

Replication The effects described were confirmed in multiple cells recorded over multiple recordings sessions in 4 animals.

Randomization Not relevant, as there was no randomized treatment of the animals: This study is based on observing the neural responses during free 

behavior of the animals. 

Blinding The investigators were not blinded to the animal identity. Analysis of neural and behavior data was conducted regardless of the identity of the 

animal from which the data were collected. 
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Animals and other research organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in 

Research

Laboratory animals Egyptian fruit bats (Rousettus aegyptiacus). Sex: male. Age: adult, 2 - 10 years old.

Wild animals The bats in this study (8 male Egyptian fruit bats, Rousettus aegyptiacus) were captured as adults in Israel, using butterfly nets. They 

were transported in a car to the Weizmann Institute, where they were quarantined and then joined a large bat colony at the 

Institute. Following experiments, the 4 bats from which we conducted neural recordings were euthanized with pental for purpose of 

brain histology.

Reporting on sex This study used only male bats. 

Field-collected samples The study did not involve samples collected from the field

Ethics oversight The experimental procedures described in this study were approved by the Institutional Animal Care and Use Committee (IACUC) of 

the Weizmann Institute of Science - as also stated in the Methods (section "Surgery and recording techniques").

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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